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Chapter 1

Introduction: Making Sense of
Environmental Geography

Noel Castree, David Demeritt and Diana Liverman

On the evening of Monday, 31 January 1887, Halford Mackinder delivered a now
famous address to London’s Royal Geographical Society. In his lecture — entitled
‘On the scope and methods of geography’ — he explained how and why geography
should take its place alongside other disciplines within the academic division of
labour. His strategy, at once simple and audacious, was to call that division of
labour into question. Geography, Mackinder (1887) argued, can ‘bridge one of the
greatest of all gaps’: namely, that separating ‘the natural sciences and the study of
humanity’ (p. 145). He was not alone in defining geography as ‘the science whose
main function is to trace the interaction of man [sic.] in society and so much of his
environment as varies locally’. At points east and west, others were doing much the
same, such as William Morris Davis in America and Friedrich Ratzel in Germany.
The three men soon occupied important university positions and were followed by
similarly vigorous prosleytisers who quickly built on the foundations their forebears
had laid.

So began geography’s career as a university subject and what historian of geo-
graphical thought David Livingstone (1992, p. 177) called ‘the geographical experi-
ment’. A century on that experiment continues. Although space and region have
since joined human-environment relations as central organising concepts for the
discipline, many still see geography as the ‘original integrated environmental science’
(Marston, 2006). Geography remains one of the few disciplines committed to bridg-
ing the divide between the natural and physical sciences, on the one side, and the
social sciences and humanities on the other. Quite how successful that bridging has
been is a matter of some debate (see, for example, Matthews and Herbert’s [2004]
book Unifying geography). Despite the hopes invested by Turner (2002) and others
(e.g., Marston, 2006; Zimmerer, 2007) in human—-environment relations as the
unifying link holding the discipline together, many geographers prefer to study other
things. There is no shortage of ‘pure’ human and physical geographers. Even so,
the scale and richness of geographers’ attempts to understand the entanglements of
people and the non-human world are highly impressive. These many geographers,
their findings and their ideas are what we are calling here ‘environmental geography’
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Figure 1.1 Environmental geography as disciplinary ‘middle ground'.

(or what has sometimes also been called the ‘human-environment’ or ‘man-land’
traditions of geography’). By whatever name, environmental geography occupies
the fertile ‘borderlands’ where geography’s various traditions of scholarship — not
only human and physical, but also regional and GIS — come together and connect
with each other and with cognate traditions of environmental work outside geog-
raphy (figure 1.1).

Though the term is perhaps less familiar than are ‘human’ and ‘physical’ geog-
raphy, environmental geography deserves greater recognition both within and
beyond the discipline. As this Companion is designed to show, environmental geog-
raphy is much more than simply the residual intersection of geography’s two halves.
Environmental geography is a large, diverse and vibrant field of knowledge with
few, if any, equivalents elsewhere in the conventional academic division of labour.
The 32 chapters of this book will, we hope, offer readers both an incisive and acces-
sible introduction to this field and set the agenda for its future development.

What makes this book distinctive is its catholic vision for environmental geog-
raphy. There are now myriad texts focusing on human or physical geography
respectively or some subfield thereof, including several previous Companions (see,
for instance, Agnew et al., 2001). There are also now numerous volumes focusing
on some specific approach to, or branch of, the study of human—environment rela-
tions, such as ‘political ecology’ (see, for instance, Robbins, 2004) or ‘hazards
geography’ (see, for instance, Pelling, 2003). What is long overdue is a book that
demonstrates the size, breadth and multiplicity of geographical work at the people—
environment interface. In short, the Companion casts its net far wider than most
recent texts about one or other subfield of geography has been prepared to do. As
a result, the book is not beholden to the now conventional view — among many
geographers at least — that geography comprises two ‘halves’ and only a vanishing
centre.

The volume has four parts: ‘Concepts’, ‘Approaches’, ‘Practices’ and “Topics’.
They comprise epistemic ‘cuts’ into the body of environmental geography, four ways
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of organising a wide-ranging set of contributions. In each case, authors were asked
to address some specific issue or aspect of this broader terrain. Consequently, each
chapter can be read alone and in no particular order since their authors were not
instructed to formally situate their ‘part’ within a wider ‘whole’. As even a quick
glance at the chapter titles reveals, these parts together cover an enormous range of
material and perspectives. We trust that this will make the Companion a lively,
interesting and synoptic account of the field. Depending on your background and
predilections, there will be material in this book that is (variously) familiar, surpris-
ing, challenging and even unsettling. Specialists will find insightful discussions of
the ‘state of the art’ in specific conceptual, methodological and topical areas. Teach-
ers should find the chapters to be useful pedagogical resources, while for students
of geography and related fields, it offers accessible introductions to a wide range of
key ideas, methods and debates. In all cases, the Companion aims to be as intelligible
to readers with no geographic education as to those who have studied or practised
geography for years. Indeed, a key claim of the book is that the field and discourse
of environmental geography exceed the discipline of geography. At the same time,
it is important to note that although the field of environmental geography is increas-
ingly international in its scope and membership, our contributors hail largely, but
by no means exclusively from the UK and North America. In part, this is a function
of our own personal and professional histories of living, studying and working on
both sides of the Atlantic. (The anglophone focus of this Companion partly reflects
the barriers which need to be overcome to create a truly international environmental
geography, although some contributions certainly acknowledge the considerable
influence of non-English-speaking theorists and analysts of environment [in envi-
ronmental discourses or development theory for example] and cite important inter-
national collaborative work [in land science for example].)

Rather than trying to summarise the contents of each and every chapter, we want
instead to provide an overview of the wider landscape of research, practice and
knowledge to which they contribute. As a result, the next three sections of this
introduction are devoted to making sense of the complicated intellectual landscape
that is environmental geography. There are a number of important and interesting
issues to consider here, starting with definitional ones.

Defining Environmental Geography

The term ‘environmental geography’ is not one that most geographers to whom it
could reasonably apply usually use to identify themselves or their work. Instead,
geographers more typically imagine their discipline as one of two halves — human
and physical. Within those two broad churches, there are numerous subfields, like
economic geography or geomorphology, with which specialists identify. Although
activity and interaction between human and physical geography (e.g., by geogra-
phers of ‘natural hazards’ and ‘natural resources’) is being increasingly acknowl-
edged, through, for example, various conference sessions designed to speak across
‘the divide’ (e.g., Harrison et al., 2004), this dualism still dominates the organisation
of the discipline in which Progress in Physical Geography is imagined as something
separate from Progress in Human Geography (these names, for readers unfamiliar
with them, refer to two leading geography journals).

This view of things may surprise non-geographers or pre-university geography
students. After all, geography’s public image is partly that of an ‘integrative’ disci-
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pline, while much of the subject’s popularity in schools is due precisely to its focus
on human-environment interactions. Yet the reality is that for most academic geog-
raphers ‘environmental geography’ is a small and often pretty elusive thing com-
pared with the dominant human and physical wings of the discipline. (It may also
be less familiar to North American readers where environmental geography has
maintained more of a central role in some departments and topics, following for
example, the traditions of human-environment geographers such as Carl Sauer or
Gilbert White.)

One impetus for this book is to raise the profile of environmental geography both
within and beyond the discipline. The environment is now widely touted as one
important reason for ‘Rediscovering Geography’, to quote the title of a US National
Academy of Sciences (1997) report on the future of geography. Echoing such calls,
Billie Lee Turner (2002; cf. Zimmerer, 2007) is just one of a number of prominent
figures urging geographers to embrace their long-ignored human-environment tradi-
tion so as to revitalise the discipline and secure its historically precarious place in
the academy. Environmental geography, according to this way of thinking, provides
a unifying link holding the two parts of the discipline together. It promises to make
good on the integrative vision of geography celebrated by Mackinder, Davis and
Ratzel but foiled as the discipline has become progressively more segmented and
specialised since the Second World War.

While we certainly support those aspirations, they will only be achieved by over-
coming three misconceptions about environmental geography. The first is about its
place in the discipline of geography. Though environmental geography is often
understood as a sort of middle ground between human and physical geography, this
greatly oversimplifies the shape of the discipline and thus the problems we face in
forging closer bonds of collective connection, collaboration and solidarity among
its various parts and branches. Rather than thinking about geography divided hori-
zontally between human and physical geography, we also need to recognise that the
heterogeneity within those very broad divisions means they are also stretched out
in the vertical dimension (figure 1.2), as indeed in a third temporal dimension of

Geomorphology

Quaternary Cultural

Climatology Historical

Figure 1.2 The multidimensionality of disciplinary divides in geography.
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time. The implications of this verticality are several. First, the vertical gaps within
human geography between, say, modellers of land-use change and various post-
natural theorists of the environment can be even more yawning than the putative
human-physical divide. But second, acknowledging this verticality also implies that
there ought to be many more potential points of contact than is suggested by the
simplistic ideas of environmental geography as some kind of halfway house between
human and physical geography. (Third, it indicates the multiple points of possible
connections with other disciplines and communities.)

The second misconception stems from this first one. Seeing environmental geog-
raphy as the mid-point of a one-dimensional divide between human and physical
geography leads to a very narrow definition of what environmental geography is
and ought to be. Implicit in many geographers’ thinking today — so implicit that it
is now arguably part of geographical lore — is the idea that only a fully ‘symmetrical’
approach to human—environment relations counts as ‘real’ environmental geogra-
phy. By symmetrical we mean an approach that pays equally detailed attention to
both people and non-humans as they interact. For instance, a symmetrical approach
to the study of a new urban greenspace would need to account for how this patch
of country in the city sustains migratory and local wildlife, reduces surface rainfall
runoff, moderates solar radiation and so on, but it would also need to examine
how people perceive and use this greenspace, taking care to differentiate age,
gender, ethnic groups and so forth, while also considering issues of leisure as well
as crime.

Historically, this kind of symmetrical understanding of human-environment rela-
tions was achieved and embodied by the individual geographer. Indeed, Mackinder
made little distinction between individual geographers and the wider discipline they
comprised. For him the integrative role as bridge between the natural and social
sciences applied equally to both. But specialisation within the sciences, along with
the exponential increase in the stock of scientific knowledge, has meant that even
at the smallest geographical scale, this kind of all-encompassing and fully symmetri-
cal account of human-environment relations is very difficult, if not impossible for
any one individual to achieve: it requires broad expertise and a great deal of time
if it is to be done well. Furthermore, the sorts of integrative and symmetrical under-
standings that individual geographers could provide also run the risk of being dis-
missed by specialists as trivial for failing to advance knowledge in more narrowly
defined areas of research. For all these reasons, few geographers even try to achieve
fully symmetrical understandings ideal typically associated with environmental
geography.

One response to this dilemma is to relocate the sites for symmetrical environ-
mental explanation to the level of discipline or research programme. When Marston
(2006) refers to geography as the ‘original integrative environmental science’, the
claim is not about the knowledge of individual geographers but about the potential
of the discipline as a whole to bridge the divides between the various kinds of
specialist expertise germane to understanding human-environmental relations.
Similarly, many science-funding agencies are now looking to support large, multi-
component research programmes that bring together the different sorts of specialist
expertise to address the pressing problems of our times. Because the discipline
of geography combines specialists from both sides of the divide who ideally have
had some undergraduate-level training in both human and physical geography,
geographers ought to be well placed to respond to environmental initiatives like
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the ongoing Rural Economy and Land Use (RELU) of the UK Research Councils
(www.relu.ac.uk) (or the calls for integrative environmental research initiatives
within the EU or US National Science Foundation). However, as the development
of Earth System Science (see Wainwright, this volume) shows, the discipline of
geography has not always profited from such initiatives.

This is at least partly because the lingering hold of Mackinder’s normative vision
of geographical knowledge as fully symmetrical has been so great that we have not
always recognised the valuable contributions to be made by the profusion of ‘asym-
metrical” environmental research evident within geography today. By this term, we
mean research and teaching that stitches together separately fashioned pieces of the
human-environment jigsaw. People and the non-human world are connected in a
multiplicity of ways; there are varying degrees and kinds of interactions, associa-
tions, couplings, feedbacks, interferences, transformations and accommodations
going on. It is perfectly possible — and for a variety of reasons defensible, even nec-
essary — to examine human-environment connectivities in ‘asymmetrical’ ways. For
instance, physical geographers who are expert in river restoration may go about
their work without having to know why certain social groups like restored rivers
or why government planning regulations prohibit more restoration projects from
occurring. Likewise, the “Third World political ecologist’ can say important things
about how and why peasant farmers use their land in the ways they do, without
having to know all the biological intricacies of crop rotation, soil fertility and plant
germination.

This book is mostly about environmental geography in this asymmetrical sense
— which is to say, the form in which it predominantly exists today. This does not,
as we are suggesting, make the research reported in its many chapters an ersatz
version of ‘symmetrical’ environmental geography. The latter has become a hard-
to-achieve and highly normative ideal that many geographers have, understandably,
found of little use to describe their own and others” work. In our view, the expanded
definition of environmental geography that we are working with here — namely, any
form of geographical inquiry which considers formally some element of society or
nature relative to each other — is usefully open-ended. It opens up a much broader
landscape of shared knowledge and practice, whose richness and potential only
becomes apparent once we shake off the older vision of environmental geography
as necessarily symmetrical.

This more expansive sense of environmental geography highlights a third mis-
conception about environmental geography, namely that it is confined to the disci-
pline of geography. Environmental geography bleeds into other disciplines and fields
that share its interest in ‘the geographical experiment’ (and human environment
interactions). As noted above, we can formalise both points by drawing a distinction
between the ‘discipline’ of environmental geography and a wider discourse that goes
beyond it (cf. Gregory, 1995). This includes specialised fields like environmental
sociology and environmental economics, as well as relatively young, purposefully
cross-disciplinary fields like environmental science, ‘science studies’, ‘environmental
studies’ and the already mentioned Earth Systems Science. Unsurprisingly, little of
the work done in these and cognate fields uses the term ‘environmental geography’.
But it does share the same commitment to investigating the social and non-human
worlds in relation to one another (albeit ‘asymmetrically’ in many cases). On the
social sciences side of all this, something of the scale and diversity of the discourse
of environmental geography is captured well in Pretty et al.’s (2008) recent Hand-



INTRODUCTION: MAKING SENSE OF ENVIRONMENTAL GEOGRAPHY 7

book of Environment and Society. (And on the science side, a series of reports by
the US National Research Council on sustainability, human dimensions of global
change and common property resources acknowledge the value of engaging the
social sciences [www.nrc.edu].)

While fairly definite, the borders that demarcate geography from these various
other fields in the wider discourse of environmental geography are sufficiently
porous that two-way traffic occurs quite readily, as many of our chapters bear out.
In some cases, environmental geographers feel as much part of these other fields as
their own. In other cases, they either draw upon the other fields to make their own
distinctive contributions or else seek to shape them by ‘exporting’ their particular
skills, perspectives and insights. Whatever the ‘terms of engagement’, an important
common denominator applies here: most environmental geographers happily see
themselves as part of a wider project, which they can learn from and shape. Today,
‘the geographical experiment’ is far, far more extensive than Mackinder could have
possibly envisaged. Indeed, one might argue that there has never been more interest
in the study of human—environment relations — from students, publics, states, firms
and a range of other stakeholders — than there is today.

Geography, it is fair to say, does not occupy centre stage in the wider discourse
of environmental geography. No one subject does. This fact might well have disap-
pointed Mackinder, but if he were alive today, we would suggest to him that cen-
trality is not the issue. Far more important is that environmental geographers are
able to contribute distinctive and significant things to researchers, teachers, students
and other stakeholders involved in the wider discourse.

Environmental Geography: Unity and Difference

Having loosely defined environmental geography, some further questions arise.
What, it may be asked, is to be gained by abandoning the narrow, normative ‘sym-
metrical’ definition of the field and embracing a broader, more inclusive one? The
answer to this question depends upon us answering another: namely, what do envi-
ronmental geographers — ecumenically defined — have in common? Some obvious
answers come immediately to mind.

First, as per our enlarged definition of environmental geography, they all study
some aspect of society or nature in relation to one another rather than alone. They
all take as axiomatic David Harvey’s (1996) observation that “all social . . . projects
are . .. projects about environment, and vice versa’ (p. 189). Second, they are all
engaged in discussion about the character, purpose, meaning and proper manage-
ment of these socio-natural relations (in peer review journals, edited books like this
one, monographs, textbooks, lectures, seminars, policy briefs, etc.). These discus-
sions involve various semantically rich terms, metaphors and analogies — such as
‘dependent’ and ‘independent’ variables, cause and consequence, condition and
outcome, feedback and perturbation, hybrid actants, dialectical contradiction, force
and resistance, co-constitution, and so on. Third, the specific knowledge claims in
question are produced largely by professionals who regard it as their job — an occu-
pational objective — to produce them. In other words, the discourse of environmental
geography is not generated by accident or happenstance but intentionally and as a
formal, full-time pursuit. Fourth, and relatedly, this knowledge has the specific
qualities of all academic discourse: namely, it is derived from disciplined thought
and inquiry, is somewhat (or very) esoteric, and commands a certain authority from
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students and others dependent on academic expertise. Put differently, the discourse
of environmental geography is not colloquial, tacit or everyday. In the fifth place,
whether couched in ‘realist’ or more ‘constructivist’ language, the claims advanced
by environmental geographers are intended to tell us something about the actualities
(today, yesterday or tomorrow) of human—environment relations. It is — at least
usually — the opposite of science fiction, ungrounded speculation or metaphysics, a
feature very much in keeping with geography’s long-standing reputation as a ‘practi-
cal’ discipline that has its feet firmly on the ground. Finally, as all the chapters of
this book make clear and as we have had already noted, environmental geographers
of all stripes are intellectually outward-looking. They draw upon (and seek to con-
tribute to) debates in cognate fields in both the social and the biophysical sciences,
as well as in the humanities (see, e.g., the chapters by Zimmerer, Mels, Olwig,
Turner, and Jones).

These various commonalities are real enough, but they may — understandably —
strike many readers as being far too generic to define a real, as opposed to a con-
trived, field of research, teaching and practice. Indeed, the final commonality
mentioned above may appear to render questionable the very idea of ‘environmental
geography’ since the field routinely blurs into so many others as to lack any defining
features of its own. Not surprisingly, we beg to differ with this rather dim assess-
ment. True, environmental geography is diverse and lacks coherence philosophi-
cally, theoretically, methodologically and in terms of its practical applications. Its
exponents produce an array of cognitive, evaluative, expressive, methodological and
applied knowledges; and they vary greatly in the spatio-temporal scale and topical
foci of their concern. Whatever unity environmental geography possesses is, pace
the six commonalities listed above, certainly quite general. However, the field’s
diversity is nonetheless a structured one and we regard the heterodoxy of environ-
mental geography as a strength not a weakness. Let us explain.

Even though environmental geography — like the wider discipline of which it is
a major part — does not posses the sort of ‘hard’ external boundaries one finds in,
say, the discipline of economics, it nonetheless has a very real identity — a ‘structure
of feeling’ in Raymond Williams® evocative but nonetheless definite sense of the
term. Over a century on, the legacy of Mackinder, Davis, Ratzel and like-minded
pioneers is tangible: Geography remains one of the few places where it is possible
to find social science, humanities and physical science perspectives on the environ-
ment rubbing shoulders. In other words, academic geography is constituted so as
to permit something that one still finds rarely elsewhere: namely, a ‘full spectrum’
approach to understanding human—environment relations, albeit in the form of
separate, asymmetrical contributions. For this reason, geography is ‘recognized as
possessing unusual strength in integrated, human-environment science’ (Turner,
2002, p. 63). Compare this with, say, earth science (which excludes the human
factor) or sociology (which has ‘rural’ and ‘environmental’ branches but both of
these bracket biophysical issues for the most part).

This internal permissiveness — this encouragement and toleration of widely diver-
gent research, teaching and policy work on human-environment relations — can be
regarded as a virtue. This may seem counter-intuitive. Typically, the ongoing debates
about the (dis)unity of geography as a whole depicts intellectual diversity as syn-
onymous with fragmentation, and thus, intellectual weakness. This much is obvious
in the book Unifying Geography, whose normative, aspirational title speaks to the
editors’ desire to reconnect the discipline’s many (in their eyes) amputated limbs.
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However, underlying such a negative judgement about disunity are some question-
able presumptions that are not always made manifest. One is that there is a single
reality ‘out there’ that demands an intellectual and practical approach able to respect
its integrity. Another, relatedly, is that otherwise different perspectives on the world
can ultimately be commensurated and synthesised (perhaps via a meta-language like
‘complexity theory’). The idea that there might be multiple realities and/or a range
of legitimately different perspectives on them is barely entertained. As sociologist
of knowledge Tim Dant (1991) once noted, ‘We tend to live as if knowledge could
be settled, as if there is only one true knowledge we are striving for’ (p. 1, emphasis
added).

This belief reflects the enduring power of the idea of ‘science’ in the 21st century.
In William Whewell’s (1794-1866) original sense, ‘science’ simply meant any form
of systematic inquiry undertaken according to a procedure that suitably qualified
others that could replicate or validate. However, over time, the term has become
polysemic, signifying (among other things) a form of ‘objective inquiry’ into a world
that exists independently of the inquirer and whose ‘real’ properties can be correctly
understood given time and adequate resources. Geography’s enchantment with
science in this specific sense was most intense between the mid-1950s and mid-
1970s. Somewhat diminished, it nonetheless continues to this day, notably in most
branches of physical geography, some parts of human geography and in elements
of environmental geography too. The commitment to science conceived thus has a
‘strong’ and a ‘weaker’ form. The former (which few environmental geographers
or, indeed, any geographers would publicly defend) supposes that there is only one
‘true method’ for interrogating reality: namely, ‘the scientific method’, which would
today be understood practically as a form of hypothesis testing (or problem-solving)
using melange of inductivism, deduction, inference, retroduction, verification and
falsification depending on the case. The latter (‘weak scientism’) is a modern version
of Auguste Comte’s (1798-1857) Enlightenment conception of human knowledge
as a giant jigsaw puzzle, the pieces of which can be identified by different disciplines
and sub-disciplines and ultimately pieced together. It supposes that there may be
different ways of deriving true knowledge, but that these knowledges (once derived)
can be married together on the grounds that reality is continuous not partitioned
into the mental boxes we typically use to comprehend it.

The commitment to science in either of these forms cannot be dismissed, even
after several decades of questioning the whole idea that science = truth (or at least
the quest for truth). However, our own view — and that of environmental geogra-
phers as a whole, if this book is anything to go by — is that ‘science’ is in fact plural
and, thus, best seen as one approach to, and form of knowledge, among many —
rather than a privileged or Archimedean one. To argue otherwise entails suggesting
that ‘non-scientific’ forms of knowledge are less valid and that reality is, ontologi-
cally speaking, singular and consistent rather than discontinuous, differentiated and
stratified. There is also the questionable implication that science is value-free.'

In this light, we might look favourably upon the ‘multi-paradigm’ condition of
environmental geography (and note too that many other fields of knowledge in the
humanities, social sciences and humanities are today similarly heterodox). The
field’s astonishing intellectual diversity can, perhaps, be seen to reflect a very impor-
tant fact: namely, that a topic as broad as ‘human-environment’ relations simply
cannot be understood through one — let alone one putatively ‘objective’ — approach,
worldview or method. You do not have to be an epistemic ‘conventionalist’ or
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‘nominalist’ to acknowledge this fact, let alone a ‘relativist’. One can happily insist
that there is a ‘real world’ out there, while still conceding that it is sufficiently
complex and differentiated such that no one mode of knowing it will suffice for all
our wishes and purposes. (Even traditions of environmental modelling can approach
the same question using very different assumptions about human behaviour and
societal dynamics, and reflect different approaches to explaining atmospheric or
ecosystem dynamics.) In short, environmental geography’s diversity should not be
sacrificed on the altar of ‘unity’ — or least not the sort of ‘strong’ unity that presumes
epistemic variety to be symptomatic of intellectual confusion about the ‘true’ nature
of human-environment relations.

This said, our reluctance to define environmental geography in terms of the
narrow and highly normative standard of symmetry does not mean that we are
agnostic about its current condition. On the contrary, we believe some positive
change is required. There is one obvious problem with a ‘let many flowers bloom’
stance towards the field. It is not so much a problem of epistemic relativism — as we
have explained, there is no consensus about whether we can know reality indepen-
dently of our various mental and physical engagements with it as researchers.
Instead, it is more a problem of mutual ignorance and indifference. This risk was
identified many years ago for geography as a whole by John Pickles and Michael
Watts. As they put it, the “. . . unwillingness to debate the merits of competing frame-
works encourages reliance on values: assertion, training and faith become sufficient
conditions for selection. A new [plural] dogmatism is asserted ...’ (Pickles and
Watts, 1992, p. 303). What they were calling for was the development of a critical
culture within the discipline. Nominally at least, environmental geographers share a
common object of analysis and concern: ‘the environment’. While there will always
be real limits to communication to do with the sheer inability of one group of
environmental geographers to understand what other equally specialised groups are
‘up to’, there is nonetheless room for greater cross-group dialogue and critique.

What would be the virtues of this and how might it be engendered? We can
answer the first part of this question by analogising environmental geography to a
nation state composed of highly diverse populations — think the USA, Britain or
Australia, for example. A monocultural polity environmental geography is not. So
is it, in analogical terms, a multicultural or a republican one? In our view, it is
currently multicultural when it ought to be far more republican. What does this
mean? We are using the term multicultural here (contentiously, we admit) to denote
different ways of life that are spatially juxtaposed but which ignore or talk past
one another. Some might call this ‘communitarianism’. “True’ republicanism, by
contrast, corresponds to what philosopher of science Karl Popper (1945) famously
called ‘the open society’. In Popper’s view, all knowledge claims — along with their
practical consequences — are only robust once they have withstood, been modified
by, or enriched through an encounter with criticisms issuing from various quarters.
Republicanism in knowledge (as in politics) ought to involve a genuine engagement
between rival perspectives on the basis of common sensibilities — not so much to
reduce epistemic differences in the name of ‘one truth’ but, instead, to ensure the
socio-practical robustness of otherwise divergent knowledge claims.

The sort of open, critical culture being described here is difficult to engineer. It
is underpinned by an ethic of responsibility rather than (pace Fuller, Pickles and
Watts) an ethic of conviction, one that many or most members of any given aca-
demic discipline would need to share. It entails both mutual recognition and respect
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between the parties who might stand to gain through an epistemic encounter.
Though environmental geographers, like geographers writ large, would find it far
easier to continue with business as usual, it would nonetheless be far more possible
(and desirable) to create an ‘epistemic republicanism’ within a generation than it
would be to create the sort of ‘strong’ intellectual unity and ‘symmetrical’ environ-
mental geography we have already discussed. Quite how one does this practically
speaking remains uncertain. It would doubtlessly require a small number of respected
intellectual leaders to set an example, along with a strong steer from professional
associations like the Association of American Geographers and from academic
journal editors too. It would also likely occur most readily by otherwise different
researchers communicating about shared and specific topical concerns or problem-
sets, such as water management, animal conservation and climate change.

Fortunately, we are not entirely bereft of precedents and current examples of
critical engagements between various strands of environmental geography. The
sheer diversity of environmental geography has presented researchers and teachers
with the possibility (if not the obligation) of becoming critical and creative synthe-
sisers. Contrast this with a discipline like economics, where intellectual plurality is
not tolerated nearly so much. In other words, the plain lack of orthodoxy in envi-
ronmental geography as a whole has arguably made it easier for certain individuals
to avoid encampment in one of other of its subfields. Think of Third World political
ecology, which is a critical synthesis and application of a plethora of otherwise dif-
ferent concepts, methods and approaches. Think of ‘new resource geography’,
which often combines neo-Marxist, institutionalist and Foucauldian concepts to
make sense of modern mining or forestry.

Environmental Geography in the ‘Knowledge Society’

Most environmental geography, as this book’s contents attest, is produced in uni-
versities by professional academics. While the discipline and discourse of environ-
mental geography are not entirely academic — (researchers and) non-academics in
the environmental movement, for example, contribute richly to the discourse (see
Porritt [2005], for instance) — they are largely so. Though a seemingly banal obser-
vation, it actually strikes us as being quite important. To understand why, we need
to consider the meaning of the now-familiar term ‘the knowledge society’.

As Fuller (2002) wryly notes, ... saying that we live in a ‘knowledge society’
would seem to be no more informative than saying that we live in a ‘power society’
or a ‘money society’...” (p. 2). However, the term has a more precise meaning
that is associated variously with commentators like Peter Drucker, Daniel Bell and
Manuel Castells. In this more specific sense, the term denotes two distinct but related
shifts in knowledge that were initially characteristic of the advanced capitalist
economies but which are now more widespread. The first is a deliberate move to
increase the range and volume of formal (as opposed to tacit) knowledge, something
coincident with its intensified modularisation (as in the proliferation of software
systems that can perform specific functions; as in the profusion of different data-
bases, and so on). Second, ‘the knowledge society’ refers to an equally deliberate
move to put this knowledge to work in a variety of ways as a means, an end or
both — not the least of which is to make money (‘commodified knowledge’, such as
patented gene codes). In this second sense, knowledge is not a goal in itself but,
instead, a medium for realising particular ends and an instrument for action.



12 NOEL CASTREE, DAVID DEMERITT AND DIANA LIVERMAN

If, in even only a general sense, the idea of a knowledge society holds good, then
it obliges us to look again at the functions of the university as well as the wider
context in which it now operates. Historically, as Bjorn Wittrock (1985) has argued,
there are three models of the university operative in the West (archetypes if you
will), and in all cases the university held a virtual social monopoly on the creation
and dissemination of canonical as well as new formalised knowledge. In the British
model, the post-medieval university aimed to create the ‘well-rounded’ or ‘whole’
person; in the French model, higher education was, as per Napoleon I’s intentions,
geared to the national interest; finally, in the German, Humboldtian model, universi-
ties are geared to the pursuit of pure understanding. In the late 20th century, there
is plenty of evidence to suggest that Western universities have, en masse, moved
closer to the archetypal French model. They have, according to one line of criticism,
become ‘corporatised’ and very mindful of their contributions to ‘national competi-
tiveness’ and ‘the public interest’. At the same time, it is clear that the near monopoly
that universities once held on the creation and dissemination of canonical, as well
as new, formalised knowledge has been challenged. Today, research and teaching
at a high level goes on, variously, in think tanks, foundations, non-governmental
organisations, charitable bodies, colleges funded by benefactors, large firms and
SO on.

What has all this got to do with environmental geography? A good deal. Because
of its intellectual breadth, environmental geography — like its parent discipline — has,
historically, been able to meet the demands of all three models of the university.
Importantly, its inability to be disciplined by the demands of any one of these models
explains why, along with some other university subjects, it has been able to resist
current pressures to make universities ‘relevant’ in a fairly instrumental sense. The
knowledge that geographers produce, teach and disseminate outside the university
remains sufficiently diverse that, while the latter pressures can be accommodated,
they do not ‘skew’ the discipline unduly.

Skewing presents real dangers to any field. If, through financial or other levers,
a discipline is steered heavily by outside interests, then there is the strong possibil-
ity exists for a reduction in epistemic diversity and the rise of new paradigms in
Kuhn’s original, subject-wide sense. The possibilities are already evident in so-called
‘big science’, where huge resources are being channelled into certain lines of inquiry
but not others courtesy of biotechnology, biomedical, energy and pharmaceutical
firms — sometimes aided by national governments. But similar pressures are also
on the horizon (perhaps already here) for those disciplines that study human—
environment relations. The sort of ‘land change science’ discussed in Billie Lee
Turner’s chapter is exciting, as are the closely related fields of ‘earth system science’
and ‘sustainability science’. (Similarly, the growing focus on payments for envi-
ronmental services, which engages many physical geographers in the measurement
of such services, can too easily become the servant of a naive market environmen-
talism.) But they could, in time, become the focus of enormous intellectual and
fiscal inputs as societies become increasingly alarmed about global environmental
change. In the USA, we have already seen the Global Change Research Program
(created in 1990) become one of the largest ever foci of public research funds in
American history. As currently constituted, environmental geography’s plurality
can make it a player in such grand endeavours yet without sacrificing its capacity
to offer multiple insights and perspectives on human—environment relations. Indeed,
environmental geographers were key players in the creation of the current ‘global
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environmental change’ research agenda going back 20-plus years. This bespeaks
an admirable capacity to set their sites on big agenda issues, while refusing to be
corralled into intellectual orthodoxies of a theoretical, methodological or policy-
political kind.

It is no accident that environmental geography’s diversity and vitality is coinci-
dent with its basis in the university system. Despite being subject to varying degrees
of ‘corporatisation’, Anglophone universities remain, for the most part, publicly
funded and public in their identities. Though managerialism has, to some extent,
eroded its potency, ‘academic freedom’ remains a critical ideal and reality for
researchers, teachers and consultants based in university geography departments —
so too for all those other academics whose work constitutes the ‘discourse of envi-
ronmental geography’. A reflection of the relative autonomy of academics from
outside interests and their historical claim to self-government, such freedom is pre-
cisely what — even today — allows environmental geographers and those working in
cognate fields to determine how and why they will do the work that they do. Con-
trast this with knowledge producers and disseminators working in the ‘knowledge
society’s’ many other institutions, like think tanks, privately funded foundations
(and even NGOs). In these institutions, the sort of environmental knowledge created
is very much determined by the specific agendas of patrons, benefactors, sharehold-
ers and owners. This does not render it illegitimate of course. But it does circum-
scribe its likely interest and relevance to the enormous array of people and groups
who have some stake in the drama — as well as the quotidian course — of human—
environment relations.

This raises some critical questions about who is authorised to produce and
validate particular sorts of environment-society knowledge today. In relation to the
so-called ‘expert’ knowledge, the days of ivory-tower elitism are thankfully behind
us. Universities are no longer recognised as being dispensaries of indisputable truth
and wisdom. But they still play a vitally important role in our ‘knowledge societies’.
There is much debate about the nature of this role and how it might be sustained or
altered. One well-known view is that academic experts ‘enter the fray’ as part of a
new epistemic condition that Michael Gibbons and colleagues (1994) termed ‘mode
2 knowledge’. ‘Mode 1’ knowledge has, historically, been produced by those (like
academics) inhabiting a few ‘authorised’ institutions. By contrast, a mode 2 society
(in Gibbons et al.’s view) is one where many knowledge workers in a range of sites
come together to create robust knowledge about issues and problems of common
concern (like climate change). This mode 2 way of operating is not beholden to
old expert-lay distinctions and nor is it interested in the preservation of academic
disciplines — unless the members of those disciplines can contribute meaningfully to
the many, changing epistemic collectives that produce mode 2 knowledge.

In contrast to this vision of where universities sit within a wider knowledge
society, others suggest that we update older ideas of academic expertise and non-
partisanship. For instance, in his book The Governance of Science, Steve Fuller
(2000) suggests that universities are becoming ‘clearing houses’ for the airing, testing
and encounter between diverse knowledges. In his view, basic and applied research
should in future be undertaken outside universities in all those other institutions
mentioned earlier in this section. The role of university experts is then, in his
view, to scrutinise these knowledges according to an array of criteria (cognitive,
moral, aesthetic, etc.). These experts will not seek to eliminate knowledges on the
grounds of their ‘falsity’. Instead, they will undertake both ‘translation work’
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(making apparently incommensurable knowledges speak to one another) and check
for the ‘robustness’ of knowledge (i.e., can it be made meaningful to a wide array
of stakeholders or not?).

These and other views on the future of the university and its disciplines matter
greatly for environmental geography and cognate fields. “The environment” and the
way humans use it is of such widespread and fundamental social importance that
the creation, validation, disputation and circulation of human-environment knowl-
edge will become ever more important for ourselves and the future of the biophysical
world. To date, practitioners of environmental geography have gone about their
research largely unmindful of the big debates on the university and the knowledge
society. Looking to the future, this ought to change for the simple reason that the
institutional and social context of knowledge production profoundly affects its
content and aims. There is no ‘context-free’ knowledge and the precise role that
environmental geographers play in wider epistemic debates on human—environment
relations in academia and society will depend almost entirely upon how the univer-
sity (re)defines itself as an institution.

Conclusion

This book is by no means an exhaustive introduction to environmental geography.
For various reasons, certain things were left out (e.g., the Approaches section would
have benefited from chapters on ‘urban political ecology’ and ‘environmental res-
toration’). So this could have been a much larger, more comprehensive volume.
Even so, it offers a fairly complete sense of what environmental geography currently
is. In so doing, this book — and our attempt in this introduction to explain its aims
— will, we hope, remind professional geographers that the ‘middle ground’ is not
nearly as small as many often think it to be, while showing other readers outside
geography that the discipline offers a virtually unique suite of theories, approaches,
investigative methods and substantive insights into human—environment relations.
As we have explained above, environmental geography does not ‘represent itself’:
rather, it needs actively to be made sense of given the apparent dominance of geog-
raphy’s two halves. We hope very much that this book helps environmental geog-
raphy to be seen by readers as what many of our contributors already regard it as
being: that is, a major area of activity, at least equal in size and significance to
human and physical geography, respectively.

This book, with its expansive sense of environmental geography, clearly says
much about how ‘the geographical experiment’ is currently being conducted, and
we in this introduction have suggested how it might be altered in years to come.
It almost goes without saying that this experiment needs to continue on into the
future and to have a proper institutional home in universities and other research,
teaching and policy environments. Geography remains one important place for
investigations of human-environment relations to be undertaken and communi-
cated, though not the only one. It ultimately matters not where and under what
banner such investigations occur. What is far more important is that societies
continue to properly fund and resource them. After all, even in our supposedly
digital, post-industrial, knowledge-intensive, ‘weightless’, information technology
era, all of us draw upon the non-human world ineluctably as fleshy, emotional,
thinking and acting beings. Current worries about the nature and impacts of
‘global environmental change’ are only the most dramatic reminder of this fact.
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We will never not need cognitive, moral, aesthetic and applied knowledge about
how we currently (and ought in the future to) interact with the non-human world.
Such knowledge covers a wide spectrum of functions and uses, such as problem
solving (how can we reduce soil erosion?), moral guidance (what shared values
might underpin global environmental accords?), the satisfaction of curiosity (how
do wild animals adapt to urban life?) and much more besides. In humanity’s
various attempts to engage with the biophysical world materially and imagina-
tively, the sort of diverse, high-level inquiries reported here will be vital tools. In
our capacity as citizens, workers, family members, tourists, activists, local residents
and any number of other roles, we surely need the sort of research, teaching and
policy knowledge that environmental geography offers alone and as part of a
wider, societal discourse.

NOTE

1. These arguments and the counter-arguments to them were aired not altogether produc-
tively in the so-called ‘science wars’ of the late 1990s in the USA. See Ashman and Bar-
inger (2001) for a post-mortem.
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Chapter 2

Nature

Bruce Braun

Introduction

In 2001, researchers from University College London documented a massive imbal-
ance in the sex ratio of Blue Moon butterflies on the Samoan Islands of Savali and
Upolu. Males, they discovered, accounted for only 1 percent of the population.
Biologists now believe that the imbalance was caused by the parasitic Wolbachia
bacteria, which is passed down from mothers and kills male embryos before they
hatch. When they surveyed the islands five years later, however, they were surprised
to find that males accounted for about 40 percent of the population. What explains
the dramatic recovery? Scientists postulate that the comeback was due to ‘suppres-
sor’ genes that controlled the bacteria and that this was, in the words of one member
of the research team, ‘the fastest evolutionary change that has ever been observed’
(quoted by BBC News, 2007). The same researcher went on to suggest that the
example further strengthened the view that parasites may be one of the major drivers
in evolution.

Shift to a somewhat different context in Birmingham, England. Here conserva-
tionists have noted some peculiar changes in the behaviour of water voles. In this
urbanised setting, the voles have apparently learned to live with the brown rat,
usually considered to be a predator (Hinchliffe, 2008). Urban ecologies, it appears,
can give rise to new capacities in animals, scrambling a system of classification
that presupposes that all members of a species of vole are the same, and thus,
interchangeable. Yet, urban and rural voles, it seems, do not exhibit the same
behaviours.

Finally, consider our endless battle with infectious diseases. In the years after the
Second World War, public health officials, at least in the ‘developed” world, imag-
ined that through quarantine and immunisation as well as the wide use of antibiotics
and vaccines, such diseases would be eliminated, and we would experience an ‘epi-
demiological transition” where infectious diseases would increasingly be dispatched
to the dustbin of history. Today, we seem threatened with new and emerging infec-
tious diseases like never before. More than this, though, new work in microbiology
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suggests that far from microbes being that which most threatens humans, they may
have been the most significant historical actors in the genetic composition of humans.
In the words of Melinda Cooper (2006, p. 115), ‘We are literally born of ancient
alliances between bacteria and our own cells; microbes are inside us, in our history,
but are also implicated in the continuing evolution of all the forms of life on earth’.
Microbes, apparently, have made us what we are, right down to our DNA.

In each of these examples, scientists — both physical and social — are saying
something about nature. On some matters they agree. All, for instance, bear witness
to a world of fabulous transformations, where bodies and their capacities are actu-
alised in surprising and unpredictable ways. There is nothing static about living
beings in these accounts. Regardless of whether the focus is on genetic mutation
and the evolution of species, or the developmental trajectory of individual organ-
isms, nature is presented as a realm of dynamic change in which bodies have no
fixed or eternal form. Admittedly, these accounts are heterodox — the majority of
scientists continue to point to processes that remain relatively static or predictable,
and in everyday life, ‘nature’ is often taken to name things that are eternal and
immutable. But even as these examples share certain assumptions about nature, they
disagree about others. For the butterfly scientists, nature names a realm external to
humans, reduced to ‘predator—prey’ relationships that help shape the direction of
evolutionary change. For these scientists, nature is something ‘out there’ to be
studied and science tells us what is going on. For the virologist, on the other hand,
the human body is an emergent effect of its interaction with the non-human world:
much like the butterfly that adapts to parasitic bacteria, bacteria and viruses have

made humans what they are. But can we say that these exchanges are natural pro-

cesses? And if they were in the past, can we still say so today?
We may have always lived in a viral ocean, but as SARS, HIV and avian flu

suggest, it is difficult to imagine today’s viral economies apart from the socio-
technical networks — airplanes, food chains, virtual research communities, immigra-
tion law and antiviral medications — that stretch these viral geographies across
immense distances or seek to regulate their form. Hence, if we agree that human
bodies are part of nature, must we also say that technology is too? Where does
nature end and society begin? This question is equally evident in the work of the
geographer Steve Hinchliffe and his fellow conservationists, for whom apparently
‘natural’ beings like voles cannot be separated from the urban environments in
which they have come to embody unique characteristics not shared by other voles.
In a world of ongoing differentiation, it is not just the case that natural kinds (voles)
differ from others (rats), but that they differ from themselves, resulting in quite a

problem for conservationists, who have long imagined that conservation takes the

‘species’ as its concern, and that one water vole is the same as another. Nor is arriv-
ing at knowledge about these shape-shifting creatures a straightforward process:

voles afford themselves to observation only in certain ways — through their traces,
for instance, rather than direct observation — and so the observer of voles must
engage in certain disciplined bodily practices by which he or she can be ‘affected’
by the voles, and thus ‘make present’ the voles within orders of knowledge. What
counts as ‘nature’ is not separate from its representation; but representation, in turn,
is irrevocably tied to the embodied actions of the observer. In these cases familiar
culture-nature and representation-matter binaries fail us.

If anything comes clear from these examples it is that nature is an immensely
difficult word to define. For some, it names the essence of things, such as when we
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say that it is the ‘nature’ of something to be a certain way. We might even say, for
instance, that the nature of nature is to perpetually change! For others, nature names
that which exists separate from humanity — the ‘natural world’ studied by physical
scientists, for instance, or the ‘nature’ that some environmentalists feel needs to be
saved from humans, who, in turn, are imagined as unnatural. For others still, nature
includes humans as part of the ongoing processes by which the physical world is
constituted, including the physical nature of humans themselves. For those who hold
this view, the boundaries between nature and society, or the ecological and the
technological, are indistinct. And then there are those for whom any statement
about nature must necessarily be provisional, since nature, like any sign, is meaning-
ful only within a larger semiotic system, or because each and any knowledge of
nature is situated and partial. What is of interest to ‘constructivists’, as they are
often called, is how nature comes to be known and represented in certain ways, and
not others, or how certain things come to be gathered under the sign ‘nature’ at

particular historical moments while others are excluded.
It would be impossible to cover the diverse meanings that this word carries today

in the space of a short essay. Lengthy treatises have been dedicated to the topic,
many of them rich in historical detail and philosophical insight (see Collingwood,
1945; Glacken, 1967; Williams, 1980). My concern here is to focus more narrowly

on a number of debates within contemporary geography about the nature of nature.
The first concerns how we understand the relation between society and nature. Do

these terms name two separate ontological domains, or are non-dualist ontologies
better suited for thinking about the world in which we dwell? The second concerns

what we might call the temporality of nature. Does nature name that which is
eternal and immutable or is it chaotic and ‘eventful’? The third has to do with our
ability to make the sorts of claims found in the previous questions. Does knowledge
about nature result from detached observation? Is it mediated by culture, language
and images, all of which precede our encounter with things? Or does it result from
our practical activities in the world? I will end the essay by suggesting that how we
answer each of these questions leads to a fourth set of questions about ethics and
politics, or about how we are to live in a world of human and non-human others.

The Matter of Nature

Does nature name a realm external to humanity or is the boundary between human-
ity and nature indistinct? At least within Western thought this question has been

answered in many different ways. For Aristotle man was an animal with the capacity
for politics, a definition that created an internal division within man between ani-

mality and humanity (see Agamben, 2004). Aristotle also distinguished between

nature and artifice: ‘natural’ things were governed by a final cause (the oak tree the
final cause of the acorn, for instance), while things made by humans were not (a

table from the oak tree, which could just as well have been made into a chair). The

Roman poet and physicist Lucretius, influenced by Epicurus, rejected final causes,

and was far less certain about human uniqueness, instead situating humans fully
within the flux and flow of a tumultuous atomic world. Human life, he suggested,

was characterised by just as much contingency and chance as nonhuman life — in
the ‘swerve’ of atoms emerged new and wondrous forms, both human and nonhu-

man._Christian theologians, on the other hand, imagined a created order, in which
humans had been granted their own special place. Nature existed apart from
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humans, who were conceived either as having dominion over it, or as called to care
for it. Natural theology, in turn, took as its task understanding God’s design. For

Enlightenment thinkers like René Descartes, the human subject was conceived to
be different in kind from animals, since animals did not have the capacity for reason.
Human reason, in turn, was exercised upon nature as if from a position outside of
nature — a_‘brain in a vat’, as Bruno Latour (1999) has famously put it. And, of
course, in the eyes of Romantic poets, nature existed as an external realm in which
humans could glimpse an eternal, transcendental order, should they bother to

immerse themselves in it. This sublime nature, seen to be at risk from the depreda-
tions of industrial modernity, still beckons to us today in the form of national parks
and wilderness preserves, where the last vestiges of pristine nature are imagined to

exist, and the promise is held out of a return to a more original and more authentic
existence. Romanticism teaches us that we are no longer natural, although perhaps

we once were — that at some point in the past we managed to extract ourselves
from nature into an entirely different realm called society, which now places nature
at risk.

Clearly, the relation between ‘nature’ and ‘humanity’ has had a tumultuous
history. In geography today, however, it is virtually a truism that the separation of
the world into two distinct ontological domains — nature and society — is a habit of
thought that demands to be challenged, both on conceptual and ethical-political
grounds. Hence, any inquiry into the status of ‘nature’ in geographical thought
today must necessarily take up the question of dualism and attempts to overcome
it. Before proceeding further, however, I should note that the question of nature
and its relation to humanity has been a more pressing one among human geogra-
phers than physical geographers. At first blush this may seem counterintuitive, for
is it not physical geographers who study nature? And have not human geographers
been accused of too often ignoring nature, labouring under the false impression that
society followed its own rules and logics, entirely separate from nonhuman nature?
While both statements are certainly true, there are a number of intellectual and

historical reasons why human geography has been the side of the discipline more

preoccupied with the question.
One very simple reason is that physical geographers, and others in the environ-

mental sciences, rarely work with such grand abstractions as ‘nature’. The concern
of field scientists and lab workers alike is to understand specific physical processes.
How is fluvial gravel entrained, transported and deposited in different kinds of
rivers? And how is this different in humid and arid environments? To answer ques-
tions such as these, a geomorphologist like Marwan Hassan has no need of such
baggy concepts as ‘nature’ or ‘society’ (Hassan et al., 2006). On_the other hand
many physical geographers do work with an implicit and largely unquestioned
nature/society dualism. As Urban and Rhoads (2003) explain, most physical geog-
raphers understand their task to be to ascertain the physical processes or events that
have shaped the earth’s biotic, geomorphological and climatological systems, and

have conceived humans to be separate from and external to these ‘natural’ systems,

which are assumed to be independent from, prior to, or unaffected by humans (see
Gregory, 2000). At most, humans enter physical geographers’ accounts in one of

two ways: either as scientific practitioners (with all the attendant questions about
method), or, as an external force that ‘disturbs’ or exerts an ‘impact’ on physical
processes. While more recent work by some environmental geographers has begun
to study human activities among the processes shaping physical landscapes, the
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underlying terms of the human-nature dualism are held intact within physical geog-
raphy so long as human activity is understood as something ‘unnatural’. Indeed,
the language of ‘modified’ landscape is telling in this regard, since it places human

modification in a class of its own (after all, every landscape is modified by the
organisms that live in it, although the scale of effects varies dramatically).
One place where physical geography’s dualist ontology has begun to erode is in

the work of hydrologists and geomorphologists. In part this has resulted from a
growing understanding that these sciences actively order the world, such that knowl-

edge of physical landscapes is invariably bound up with the world of the observer
(see Church, 1996; Beven, 2002). But it has also followed from a growing recogni-
tion that at least today human processes are in many respects the most important
ones to understand in order to grasp the development and evolution of specific phys-
ical systems. Likewise, the growing focus on urban environments by climatologists,
biogeographers and hydrologists has led to more integrative work, where urban
ecologies are studied as complex systems in their own right, without the implicit
dualism inherent in the language of ‘human impact’. Such studies, however, are still
a minor strand within physical geography. Indeed, within an otherwise excellent dis-
cussion of key philosophical questions in physical geography, including a number of
epistemological questions first raised by human geographers, Rob Inkpen (20035,
p. 144) devotes only one paragraph on the last pages of his volume to the possibility
of a post-dualist ontology, noting that ‘the interpenetration of the physical and
human means that it is difficult to justify that processes of environmental change are
purely physical or that social structures rely solely upon human processes’.

Human geographers, on the other hand, have for some time debated a set of
explicitly ontological questions about the relation between humans and nature, and
over the past three decades this has given rise to a diverse literature. We might

suggest several reasons for this. On the one hand, the flourishing of such work can
be seen as a reaction to the fact that the discipline was surprisingly unprepared to
respond to, and analyse, the environmental effects of industrial society as these

effects were articulated in public discourse in the 1970s. The ‘spatial science’
approach, for instance, with its isotropic planes and rational economic actors, had

for the most part dispensed with nonhuman nature entirely, and offered very little
in the way of a conceptual framework through which to understand human-—

environment relations. Society might be reduced to law-like behaviour, even mod-
elled after physics, but in no way was the actual physical world to be part of this!

Even with the emergence of radical theoretical alternatives, the physical world
was often ignored, as Margaret Fitzsimmons pointed out in a key 1989 essay. On
the other hand, those human geographers who did attend to questions of the
environment tended to focus most of their attention on rural landscapes, or, in the
case of many cultural ecologists, ‘pre-modern’ cultures. This resulted in theories of
cultural adaptation to environmental conditions that were not well suited to the
complexity of modern technological societies. When the question of the environ-
ment exploded in the 1970s and 1980s, human geographers found themselves trying
to cover a lot of ground quickly, with various attempts made to place the question
of society and nature on a firm analytical footing (e.g., see Harvey, 1974; Hewitt,
1983; Smith, 1984; Turner et al., 1990). This renewed emphasis on the question of
nature was given further impetus by two additional developments. The first was the
strong neo-Malthusian flavour of 1970s environmentalism, which was received with
considerable skepticism by those who worried over the misanthropic and often
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racist conclusions drawn by proponents. Against calls for ‘lifeboat ethics’ or the
‘culling’ of human populations in the face of a looming ‘environmental crisis’,
radical geographers found themselves compelled to explore different ways of con-
ceptualising human—environment relations, and the social and political causes of
environmental change and so-called ‘natural disasters’. The second was a growing
critique in the 1970s and 1980s of dualist thought in general, which was taken by
some to lie at the core of many of modernity’s pathologies, including its instrumental
relation to the nonhuman world (see, for instance, Merchant, 1990). The problem
for geographers, then, was to move beyond dualist conceptions of nature and
society, a concern that they eagerly took up over the next two decades.

Beyond Dualism? Marxist Geography and
the Production of Nature

One of the most influential efforts by human geographers to conceptualise the
matter of nature has been that of Marxist geographers who sought to develop an
understanding of nature consistent with the tenets of historical materialism.”
Key to these efforts were a number of close readings of Marx’s scattered reflections
on the topic, the first by the Frankfurt School author, Alfred Schmidt (1971), and
the second by the geographer Neil Smith (1984). As Smith explained in his book
Uneven Development, although Marx’s writings on nature were far from system-
atic, it was possible to identify within them a strong challenge to ontological
dualism, since he consistently situated humans within nature, as one of its constitu-
ent parts. As Marx famously put it in his Economic and Philosophical
Manuscripts:

Nature is man’s inorganic body. . .. Man lives from nature, i.e. nature is his body, and
he must maintain a continuing dialogue with it if he is not to die. To say that man’s
physical and mental life is linked to nature simply means that nature is linked to itself.
(1975[1844], p. 328)

Elsewhere Marx would emphasise labour as that which mediated the relation
between society and nature:

Labour is, in the first place, a process in which both man and Nature participate, and
in_ which man of his own r rts, regul nd controls the material reaction
between himself and Nature. He opposes himself to Nature as one of her own forces,
setting in motion arms and legs, head and hands, the natural forces of his body, in
order to appropriate Nature’s productions in a form adapted to his own wants. By

thus acting on the external world and changing it, he at the same time changes his own
nature. (1967[1887], p. 173)

It is not difficult to see why such a view was immensely attractive and yet at the
same time jarring to readers fed a steady diet of ontological dualism. On the one
hand, it pulled the rug out from beneath those who claimed that nature named an
external realm separate from humans, governed by immutable laws to which humans
must conform. Against the Malthusian discourse of ‘natural limits’, and the biologi-
cal reductionism of socio-biologists, for instance, the return to Marx presented both
an analytical provocation and a political intervention, for if society and nature were
presented as an internal relation, it was no longer possible to invoke external nature
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as a source of authority or legitimation for specific social arrangements (see Smith,
1984; Castree, 2000). On what basis could it be said that nature existed as an
immutable external force, to which humans must submit, if through their labour
humans transformed both external nature and their own internal nature? For writers
like Smith (1984) nature was best understood as something ‘produced’, rather than
something timeless and eternal. Nature did not stand outside history; its history was
still to be written.

An equally important contribution of historical materialist approaches to nature
came in the form of an explicit challenge to the ‘deep green’ or ‘preservationist’
impulse found in so much of the North American environmental movement of the

1970s and 1980s. For many deep green environmentalists, nature was taken to be

a realm entirely separate from, and threatened by, humans. According to this view
nature was that place where humans were not, and thus the presence of humans,

considered by some as a cancer on a preexisting natural world, was taken to signal
the imminent destruction of nature (see, for instance, McKibben 1989). As numer-
ous commentators pointed out, this introduced a contradiction into ecological
thought, for if humans signaled the ‘end’ of nature, then the only way to save
nature would be to remove humans entirely. In short, such a perspective provided
no basis on which to determine how to live in the world (Cronon, 1995; White,
1995). From Smith’s perspective, nature did not need to be ‘saved’ from humans,
since humans were part of nature. It is here where we can begin to see the impor-
tance of the production of nature thesis, for the insistence that humanity and nature
stood in an internal relation, rather than an external one, pointed to an important

analytical project: if nature is something produced, then the question becomes how

and why it is that human and nonhuman natures are produced in the forms they
are at any particular historical moment. Likewise, the thesis provided radical envi-

ronmental geographers and environmental activists with a political project, for as
Smith (1996, p. 50) put it, eco-politics could no longer be about saving nature from
humans, but instead must find answers to the question: ‘how, and by what social
means and through what social institution is the production of nature to be
organized?’

Others in this volume have provided a thorough discussion of attempts by
Marxist geographers to account for specifically capitalist productions of nature, and
how they answered Smith’s questions about social means and social institutions (see

George Henderson’s chapter). Here I merely wish to note that not everyone was
convinced that historical materialists overcame the nature-society dualism as suc-
cessfully as they imagined. Critiques proceeded along several lines. On the one hand,
critics argued that Marxists conceived of the production of nature in much too
narrow a way, tending towards an economic reductionism that underplayed other
social and cultural processes that shaped nature’s material transformation (see
Haraway, 1997), and paid inadequate attention to the connections between the

production of nature and relations of race, gender and sexuality. One of the stron-
gest challenges came from cultural and political geographers — many influenced by

post-structuralist writers such as Jacques Derrida and Michel Foucault — who sug-
gested that Marxist geographers had underplayed the role of ideas and images in
shaping how environments were valued and transformed. The argument here was
that the discursive construction of nature was generative in its own right, and not
simply epiphenomenal to the economy. How the nonhuman world was framed as
an object of knowledge or aesthetic appreciation was taken to be an integral part
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of how nature was made an object of economic and political calculation, and the
sorts of cultural politics in play in specific environmental practices (see Braun,
2002). This applied equally to science as it did to art, each of which carried a force
that could not be reduced to the dictates of capital.

As we will see later, the emphasis on nature’s cultural construction was not

inimical to the notion that nature was materially produced. Where such accounts
differed was on how and why nature was produced in the form it was in any given

context, and how scholars and critics could claim to know this nature in any direct

or unmediated way. Others took exception to what they considered the anthropo-

centrism of both positions. We can understand this in two ways. On the one hand,
constructionist accounts were said to be anthropocentric in an ethical-political

sense, since they privileged the needs and desires of humans, and tended to treat
nonhuman nature as mere means for human ends. On the other hand, these accounts
were also said to be anthropocentric in an analytical sense, since they tended to
place human action at the heart of their accounts of nature’s production, rendering
nature a static and inert realm. In other words, it was not clear that the matter of

nonhuman nature mattered. Hence, while Marxist accounts sought to overcome the
nature-society dualism, they tended to retain a subject-object dichotomy, and by

doing so collapsed nature into society (see Castree, 1995).
As is discussed elsewhere in this volume, recent work by Marxist scholars has

responded in a robust fashion to this charge, with various degrees of success. David

Harvey (1996), for instance, expanded his dialectical approach to include the envi-

ronment as a constitutive moment within a larger ‘relational’ ontology. How this
dialectic unfolded, then, depended upon the specific elements of the economy and

environment in question in any given occasion. Likewise, James O’Connor (1996)
proposed that Marxist theory should be augmented by noting a ‘second contradic-

tion’ to capitalism, in which the degradation of what Marx called the ‘conditions

of production’ created a specific form of economic crisis. The material properties
and processes of nonhuman nature, then, had some influence on how economic

crises occurred, and on the social forms that emerged in attempts to overcome them.
A great many Marxist geographers have explicitly taken up this question. In his
work on forestry in the northwest United States, for instance, Scott Prudham (2005)
gives full weight to the specific biological features of Douglas Fir forests and the
mountain topography of Oregon, both of which presented immense challenges to
capital, and shaped the technologies, work regimes, politics and labour relations
that emerged in the region. A similar argument has been made by Karen Bakker
(2004) who has shown how the physical properties of water repel attempts at com-
modification. Others, like Noel Castree, James McCarthy, Gavin Bridge, Becky
Mansfield, Matthew Gandy, and Eric Swyngedouw have all registered the ways in

which nonhuman nature is both a problem and an opportunity for capital, at once

interrupting circuits of capital, and providing new spaces for commodification, a
point which is perhaps made best by George Henderson (1999), in his classic work

alifornia and the Fictions of Capital.
A final point of contention with historical materialist accounts of nature has
turned on the adequacy of dialectics for overcoming dualist conceptions of nature

and society. The problem, in the eyes of critics, is that in important respects dialecti-
cal_approaches still presume the existence of the initial categories (nature and
society) even as they seek to multiply the connections between them. For the soci-

ologist Bruno Latour (1993) dialectics remains too crude an analytical device that
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at best renders the nature-society divide more permeable, and at worst deepens the
original error. Likewise, for Sarah Whatmore (1999, p. 25) the problem with dia-
lectics is that instead of challenging the a priori categorisation of things into ‘nature’
and ‘society’ it raises this binary logic ‘to the level of a contradiction and engine of
history’. The question that Latour and Whatmore ask, then, is on what basis a dia-
lectical relation can be said to exist between ‘nature’ and ‘society’ if the categories
do not hold in the first place?

Univocity and Ontogenesis: Non-essentialist Ontologies and the
Matter of Nature

If dialectics provided one influential approach to the matter of nature, a substan-
tially different solution to the problem of Enlightenment antinomies has been put
forward by a number of scholars who have attempted to sidestep the categories

‘nature’ and ‘society’ altogether. For these ‘new materialists’, a term that I will say
more about below, nature and society are categories that we have imposed upon a

world that can never be so neatly divided.
In some respects this position has become easier to grasp with the rapid growth

of biotechnology and the proliferation of so-called hybrid entities like genetically
modified organisms or through the use of pharmaceuticals to transform the habits
and capacities of bodies. With each innovation it becomes ever more difficult to
divide the world into separate domains. But the argument put forward here is an
ontological one, rather than an historical one, and, as we will see, it places emphasis
on the univocity of being. For new materialists, the point is 7ot that we have recently
entered a world in which nature and society are increasingly indistinct, but that
these categories have never been distinct to begin with, since the world has never
been divisible into separate planes. In a sense, such arguments take Enlightenment
dualisms and stand them on their heads. Whereas dualist thought begins from an
original separation, and then worries over how these separate domains might be
related, the new materialists posit a single ontological plane — philosopher Baruch
Spinoza’s ‘Substance’, for instance — from which emerges the differentiated and
differentiating worlds that we inhabit. Hence there is not a ‘social’ realm in _one

location and a separate ‘natural’ realm elsewhere, nor a dialectical relation between
them; rather the things that we consider to be ‘natural’ or ‘social’ can be considered
so only through practices of purification by which objects are assigned to either pole
(see Latour, 1993; Haraway, 1997).! Indeed, from such a perspective, the figure of

the human is not something that magically appears on the scene from elsewhere,
but emerges from its involvements in the world — from its entanglements with tools,
animals, minerals and viruses.

We can see the influence of these decidedly non-essentialist ontologies in one of
the most creative and sustained efforts in the past two decades to rethink the matter
of nature, led in large part by a_group of geographers in the United Kingdom,
including Sarah Whatmore, Nick Bingham, Steve Hinchliffe and Gail Davies, whose
originally unorthodox views on the matter have rapidly gained traction. For our

purposes we can identify four significant contributions that they have made to how
we think about the nature of nature, including some that return us to the work and

insights of a number of physical geographers. The first is a methodological emphasis

on immanence. Each writer refuses to take recourse to any supplemental dimension
or transcendental cause — whether this be God, Capital, Spirit or History — which
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lies above, beyond or behind worldly phenomena, and which determines their form.
In the words of Gilles Deleuze (1988, p. 122), there is only one ‘common plane of
immanence on which all bodies, all minds, and all individuals are situated’. What-
ever ‘is’ must therefore be understood to have emerged from the flux of bodies and
matter in the practices of everyday life. This is related closely to a second emphasis
on individuation rather than identity, which holds that the world is not character-
ised by discrete classes of being, or by the eternal repetition of the same, but by
ongoing differentiation and individuation, both in human and nonhuman nature.
We can make this concrete if we think back to Steve Hinchliffe’s example of water
voles in the urbanised ecologies of Birmingham, England. Hinchliffe argues that the

capacities of the urban voles were not simply the innate qualities of a species in
general; they were emergent effects of an assemblage within which these voles in

particular came to take on unique qualities and capacities. This flies in the face of
identity-thinking, which assumes that the world can be unproblematically divided

into different classes of being, as well as conservation policies like habitat trading
that are based on the same assumption, and thus fail to recognise that organisms
are constituted not simply through genetic selection, but through their activities in
specific environments. Voles do not just differ from rats and mice, they differ from
themselves. It is equally important to stress that Hinchliffe’s point is not that this
sort of ontogenesis is a uniquely urban, and hence ‘unnatural’ phenomenon —
although the particular environment makes a great difference to the emergent
capacities of the organisms composed in its spaces — but that the contingent com-
position of the organism is an underlying ontological truth equally valid in all con-
texts, urban or rural.

Here we might pause to note that this emphasis on contingency and self-
organisation is not far removed from similar discussions in the physical sciences, a
point that I will return to below. Before I do, let me note that if taken to their logical
conclusion, new materialist approaches present a sharp challenge to the subject-
object dualism that has long characterised Western thought, as well as how we think

about and locate ‘agency’ in the world. Within these heterogenous networks entities
are simultaneously subject and object, or, in the words of Michel Serres, ‘quasi-

subjects, quasi-objects’, since all entities, human and nonhuman alike, have the
capacity for affect (Serres and Latour, 1995). This is to say that they can receive

affections from other entities (consider the way that a cyclist gains bodily knowledge
of the resistance of hills, the ratios of gears, or the pressure required to activate
brakes), and in turn can cause affects in others (such as in the training of a dog,
although the trainer is just as often the trainee).

The third contribution of new materialists, then, is not only to have shed new
light on the age-old matter of nature’s agency, but to have given geographers some
radically new ways to think about the what is meant by agency. For writers like

Latour, Callon, Whatmore and Hinchliffe, agency is not an innate property that

belongs to things, but an emergent effect of the ways in which entities enter into
combination with others (Callon and Law, 1995; Whatmore, 1999). Gilles Deleuze

and Felix Guattari may have captured this best in their concept agencement, a
concept that lies behind Bruno Latour’s more widely referenced figure of the actant.
Agencement relates and combines two different ideas in a clever wordplay in which
the idea of a layout or a coming together of disparate elements contains within it
also the idea of agency or the capacity to cause affects. The effect is to neatly relate
the coming together of things with the capacity to act, where the latter is seen to
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be an effect of the former (see Callon and Law, 1995; Hardie and MacKenzie, 2006;
Phillips, 2006; Palmas, 2007). Hence, as writers like Sarah Whatmore and Steve
Hinchliffe both emphasise, the capacity for any particular thing to cause affects —
whether this thing be human or nonhuman — must be seen to belong not to the
individual thing, as humanism teaches us, but to the larger collectivity out of which
any actor is composed. Indeed, the term ‘actant’ has long been confusing in this
regard, since its singular emphasis — an actant — obscures the distributed notion of
agency, which Latour borrows from Deleuze and Guattari, and thus loses some of
the force of agencement. Some have suggested that all of this gives us a “flat’ ontol-
ogy that cannot account for the differential power relations that we see in our
everyday lives. In response, advocates of this position have suggested that there is
nothing in the above which suggests that agency is ever evenly distributed, only that
power — or the capacity to cause effects — does not exist apart from the arrangements
that constitute entities with more or less power. So, while it is true that humans

wield far more power than grizzly bears, to draw upon an example from the interior
mountains of British Columbia, if you strip the human of her car, binoculars and
rifle, the tables are quickly turned. In other words, power is itself an emergent effect
of heterogeneous networks, not an innate quality of autonomous bodies.

All of this has crucial implications for a fourth area: epistemology. Earlier I noted

that one of the challenges to Marxist theories of nature came from critics, such as
this author, who felt that its economism led it to underplay the role of nature’s
cultural construction. Not only were ideas about nature provisional and power-
laden, we argued, they also had very material effects, and were part and parcel of
how the production of nature occurred. It is precisely this constructivist emphasis,
however, that new materialists have vigorously questioned. Or, more to the point,

they have questioned the assumption that knowledge about human and nonhuman
nature can or should be understood primarily in representational terms. There are

several reasons for this. The first is because for the most part constructivist accounts
remain wedded to a subject-object dichotomy, even if the subject is itself constituted

in and through ideology or in relation to particular disciplinary practices. In other
words, constructivist accounts of nonhuman world leave no room for the nonhuman

world! It is presumed that knowledge is acquired through a detached contemplation,
or_through an arbitrary and differential system of signs, where signs obtain their
meaning_through their relation to other signs. What this elides, new materialist
argue, is the possibility that we know the world through our practical engagements
with it, rather than through a passive and detached observation. By this view,
science is not just about ‘seeing’, or about the application of a disembodied reason,
but about a set of embodied practices through which nonhuman entities are encoun-
tered and subsequently translated into matters of fact. Scientists are not merely

detached observers and nature is never a passive or inert field (Latour, 2004b). Put
in more philosophical terms, science is located on the same plane of immanence as

the things it purports to study. Hence the ‘matters of fact’ produced by science are

seen to emerge from the conjoined capacity of scientists and nonhuman nature to

affect and be affected by each other.
Equally as important, critics of constructivism have argued that there are myriad

non-cognitive ways of knowing that cannot be reduced to representation, such as
through touch or smell, or in relation to movement and rhythm (Harrison, 2000;
McCormack, 2004; Lorimer, 2005; McCormack, 2005; see also Ingold, 2000).
These non-cognitive knowledges can be traced in activities as diverse as gardening,
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mountain climbing or driving a car: in_each we encounter the world not first and

foremost as a set of visual images, but as a set of physical affects, by which our

bodies register the feel of soil, the grade of a climb, or the torque on a steering wheel.
In short, nonhuman entities are not merely vessels that humans fill with meaning;

through their ‘performances’ they add something of their own to the story.

Neo-Vitalism, Cosmopolitics and Ethics

Recently, Hayden Lorimer (2005, pp. 84-85) has pushed this one step further. The
problem with representationalism, Lorimer suggests, is ‘that it framed, fixed and
rendered inert all that ought to be most lively’ (emphasis added). Here we find an
increasingly common theme in many writings on nature by new materialist scholars:
the wvitality or liveliness of nonhuman nature. This vitalism is implicit in Hinchliffe’s
water voles, which made a mess of conservationists’ systems of classification. But we
can find it stated explicitly in the work of numerous contemporary geographers, to
the point where this position is rapidly becoming as orthodox as were earlier
approaches that assumed nature to be an inert realm of timeless essences. Rose and
Wylie (2006, p. 476), for instance, tell us that life is characterised by a ‘burgeoning,
proliferating, even wondrous topology’. Likewise, Matthew Kearnes (2006, p. 67),

drawing upon Gilles Deleuze, suggests that ‘the singularity of matter is alive with the

creative potential of endless evolutions and innovations’. Nature, it seems, has a
sense of humor, as do the socio-technical networks out of which new entities are

continuously born (Davies, 2007). The earth is ‘volatile’ (Clark, 2007). Everywhere
life is ‘feral’ (Clark, 2003), ‘being summoned’ (Thrift, 2004), or simply being ‘added
to’ (Bingham, 2006). Even technological objects are now seen as ‘ontologically
unstable’, putting in question our dreams of mastery (Kearnes, 2006; Thrift, 2006).

It merits comment that these vitalist tendencies in human geography mirror, and

to some extent draw upon, the growing influence of complexity theory, non-linear
dynamics and notions of self-organisation within the physical sciences, including

physical geography. In_many fields, notions of equilibrium are decidedly out of
fashion, for, as physical geographer Barbara Kennedy (1994, p. 703) argues: ‘If there

is any non-transient part of our planet’s surface in something we might term ‘equi-
librium’ it is surely a real oddity and what, if anything, would it tell us about the rest

of the globe?’. Whether equilibrium theories are entirely outmoded, or, indeed,

whether complexity theory can be said to be entirely opposed to them, is not entirely
clear. What is emphasised today is that any sort of equilibrium is best understood as

an achieved state, rather than an eternal essence, or, in the language of complexity
theory, an emergent order that is the property of the whole, rather than something
that can be reduced to, or predicted by, the component parts of a system. In other
words, emergence cannot be predicted in advance, but can only be known in its
effects. As a number of commentators have noted, drawing upon writers such as
Gilles Deleuze, Henri Bergson, Gilbert Simondon, Keith Ansell Pearson and Brian
Massumi, this places a premium on the ‘inventiveness’ of the earth.

It is not entirely clear how far this emphasis on ‘emergence’ can or should be
pushed. Physical scientists, for instance, have tended to be less concerned with
pointing to novelty for its own sake, and have placed equal emphasis on processes

that sustain certain material forms, or the ways that apparently chaotic phenomena
at one scale resolve into forms of meta-stability at another, or the significance of
specific thresholds (singularities) for shifts from one steady state to another. Nor is
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it clear whether vitalism should be read literally — as giving us a true description of
the world — or taken as a cautionary tale against modern(ist) dreams of mastery.

Drawing upon the arguments of Canguilhem (1994), for instance, Fraser et al.
(20085, p. 2) suggest that ‘“Vitalism remains vital partly because of its epistemological
role within the history of the life sciences. . .. [It] functions in part as an ongoing
form of resistance to reductionism and to the temptation of premature satisfaction,
closure, denial or ignorance’ (see also Greco, 2005). Even philosopher Henri Bergson,
whose work from the first decades of the 20th century has inspired many of today’s

new_vitalists, emphasized the ethical force of the position. If nothing else, he
explained, ‘the “vital principle” ... is at least a sort of label affixed to our igno-

rance’. Because it gives us a world filled with contingency, and calls attention to
that which is permanently suspended between being and non-being, it perhaps best
names a discipline of thought (Greco, 20035; see also Stengers, 1997), that in turn
informs an ethical relation to life and a political orientation.

What this helpfully illuminates are the close connections between how one
answers a set of ontological questions about the ‘nature’ of the material world, and
what one holds as a set of ethical and political commitments. There is no hard and
fast rule that a particular ontology leads necessarily to a particular politics, but

neither can any ontology be said to be neutral. If we imagine that nature names an
immutable realm, for instance, and see humans to be part of it, we have ample justi-
fication in_support of existing social relations, since these can be passed off as
‘natural’. Likewise, if we imagine nature to name a realm entirely external to humans,
it may be possible, as some have suggested, to treat it merely as so many objects of

utility, or, as others have suggested, to imagine that it has ‘inherent value’.
If this is true, then it follows that the accounts of nature given by new materialists

are no more innocent than any other accounts; they too can underwrite a particular
orientation to the world. Indeed, it is possible to argue that the non-essentialist
materialisms of these writers leads to a politics of nature that must invariably be a
kind of active experimentation, since ‘we do not know in advance which way a line
is going to turn’ (Deleuze and Parnet, 2002, p. 134; see also Braun, 2006b). From

this perspective, the discipline of geography — as earth-writing — does not stand

outside this experimentation, but participates in_it. They may also teach us that
dreams of mastery, or reductionist accounts of such things as nanotechnology,

which presume that we can build things ‘atom by atom’ without any surprises, are
the height of hubris, and harbour the possibility of catastrophe. For, as Kearnes
(2006, p. 59) puts it, ‘in the application of force and control we can also see the
radical possibility for creativity and escape’.

It is precisely this radical uncertainty that has informed the ethical and political
positions of post-dualist geographers such as Sarah Whatmore, Steve Hinchliffe and
Nick Bingham. For each of them humans exist in the midst of things. Thus, as
Bingham explains, being is always already being-with-one-another, not in terms of
a pluralism that imagines a world of diverse yet discrete things, but in terms of a
‘community of singularities’ in which different forms of life are constituted through
what circulates between them. If we add to this the vitalist intuition that the world
is not a fixed and eternal order, but is instead continuously ‘added to’ through the
performances of people and things, then the most pressing task we face today may
be to develop institutional spaces and procedures that allow us to work through,
in an agonistic manner, how this composition of common worlds should proceed
(see Stengers, 2000; Latour, 2004; Latour and Weibel, 2005). Who or what must
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we take into account in our biotechnological innovations? What does it mean to
‘add’ something like GM crops to a world where human and nonhuman lives
coexist, and where nonhumans also have the capacity to affect wider collectivities?
Whose lives should flourish, and whose should be abandoned or excluded from our
collectives? Given what post-dualist and non-essentialist ontologies suggest about
the interwoven nature of human and nonhuman lives, how might we slow down
the process of assembly, in order to properly weigh the propositions that continu-
ously confront the collectives in which we dwell with new and often strange matters
of concern?

These concerns have increasingly come to the forefront in the work of environ-
mental geographers, and perhaps suggest a common ground shared by human and
physical geographers alike. This does not mean that all contemporary geographers
pose ethical and political questions in these exact terms. The environmental justice

movement, for instance, has tended to place attention on questions of social inequal-

ity within these assemblages of people and matter, taking up Neil Smith’s (1996)
appeal for a ‘political theory’ of nature that attends to its social production (see Di

Chiro, 1995). Others, influenced by the cultural turn, have suggested the need for
a ‘deconstructive responsibility’ that never loses sight of the violence inherent in any
closure around being, ethics and politics, even as it acknowledges the necessity of
making provisional claims about all three (see Braun, 2002). Still others have asked
why it is that we draw limits around whom or what is allowed ‘representation’ in

our political arenas. If animals are part of our ‘communities of singularities’, if their
forms of life are constituted in relations to ours, why should they not be taken into

account when we design new biotechnologies, burn fossil fuels or clear forests?
Once dualism is abandoned, it seems, nature becomes political, and politics finds

itself filled to the brim with nature, which it never really had left behind. It is this
attention to the making of common worlds — what Isabelle Stengers (2000; 2003)
rightly calls cosmopolitics — that is the task left to us. In this task, vitalism may
offer a valuable ethical and practical orientation, one that recognizes the ontological
instability of matter, and thus takes precaution as its central principle. For if we
live in a world in which ‘intersection, transfer, emergence and paradox are central
to life’ (Thrift, 2004, p. 83), then we face a situation that is equally terrifying and
hopeful, in_which ‘anything is possible — the worst disasters or the most flexible
evolutions’ (Guattari, 2000, p. 66).

NOTES

1. It is important to recognise that the term ‘hybridity’ is not a term that fits well in the
lexicon of the new materialists since it presupposes the existence of the two separate
domains. It is better seen as a ‘middle term’ that names an impasse in dualist thought.
The new materialists discussed in this section begin with the middle term and drop the
two poles.

2. The following sections draw in part on arguments developed in Braun 2007, 2008.

BIBLIOGRAPHY

Agamben, G. (2004) The Open: Man and Animal. Translation by Kevin Attell. Stanford:
Stanford University Press.


toshiba
Underline

toshiba
Underline

toshiba
Underline

toshiba
Underline


NATURE 33

Bakker, K. (2004) An Uncooperative Commodity: Privatizing Water in England and Wales.
Oxford: Oxford University Press.

Bakker, K. and Bridge, G. (2006) Material worlds? Resource geographies and the ‘matter of
nature’. Progress in Human Geography, 30(1), 1-23.

Barry, A. (2001) Political Machines: Governing a Technological Society. London: Athlone.

Barry, A. (2002) The anti-political economy. Economy and Society, 31(2), 268-84.

BBC News (2007) Butterfly shows evolution at work. http://news.bbc.co.uk/go/pr/fr/-2/hi/
science/nature/6896753.stm (accessed 12 July).

Bergson, H. (1988) [1911] Matter and Memory. Translation by Nancy Margaret Paul and
W. Scott Palmer. New York: Zone Books

Beven, K. (2002) Towards a coherent philosophy for modeling the environment. Proceedings
of the Royal Society of London A, 458, 2465-84.

Bingham, N. (2006) Bees, butterflies and bacteria: biotechnology and the politics of nonhu-
man friendship. Environment and Planning A, 38, 483-98.

Bingham, N. (2008) Slowing things down: lessons from the GM controversy, Geoforum,
39(1), 111-22.

Braun, B. (2006a) Global natures in the space of assemblage. Progress in Human Geography,
30(5), 644-54.

Braun, B (2006b) Toward a new earth and a new humanity: nature, ontology, politics. In
N. Castree and D. Gregory (eds), David Harvey: A Critical Reader. Oxford: Blackwell,
pp. 191-222.

Braun, B. (2007) Theorizing the nature-culture divide. In K. Cox, M. Low and J. Robinson
(eds), Handbook of Political Geography. London: Sage.

Braun, B. (2008) Inventive life. Progress in Human Geography, Prepublished May, DOLI:
10.1177/0309132507088030.

Bridge, G. (2000) The social regulation of resource access and environmental impact:
production, nature and contradiction in the US Copper Industry. Geoforum, 31, 237-
Sé6.

Callon, M. (1998) The Laws of the Markets. Oxford: Blackwell.

Callon, M. (2002) Technology, politics and the market. Interview with Andrew Barry and
Don Slater. Economy and Society, 31(2), 285-307.

Callon, M. and Law, J. (1995) Agency and the hybrid collectif. South Atlantic Quarterly,
94(2), 481-507.

Callon, M. and Caliskan, K. (2005) New and old directions in the anthropology of markets.
Paper presented to Wenner-Gren Foundation for Anthropological Research, New York.
April 9.

Canguilhem, G. (1994) A Vital Rationalist. New York: Zone Books.

Castree, N. (1995) The nature of produced nature: materiality and knowledge construction
in Marxism Antipode, 27(1), 12-48.

Castree, N. (2003) Environmental issues: relational ontologies and hybrid politics. Progress
in Human Geography, 27, 203-11.

Castree, N. (2006) A congress of the world. Science as Culture, 15(2), 159-70.

Church, M. (1996) Space, time and the mountain — how do we order what we see? In B. L.
Rhoads and C. E. Thorn (eds), The Scientific Nature of Geomorphology. Proceedings
of the 27th Binghamton Symposium in Geomorphology. New York: John Wiley, pp.
147-70.

Collingwood, R. G. (1960) The Idea of Nature. Oxford: Oxford University Press.

Cooper, M. (2006) Pre-empting emergence: the biological turn in the war on terror. Theory,
Culture and Society, 23(4), 113-35.

Cosgrove, D. (1985) Prospect, perspective and the evolution of the landscape idea Transac-
tions of the Institute of British Geographers, 10(1), 45-62.

Crouch, D. (2001) Spatialities and the feeling of doing. Social and Cultural Geography, 2(1),
61-75.



34 BRUCE BRAUN

Crouch, D. (2003) Performances and constitutions of nature: a consideration of the perfor-
mance of lay geographies. In B. Szerszynski, W. Heim and C. Waterton (eds), Nature Per-
formed: Environment, Culture and Performance. Oxford: Blackwell, pp. 17-30.

Clark, N. (2003) Feral ecologies: performing life on the colonial periphery. In B. Szerszynski,
W. Heim and C. Waterton (eds), Nature Performed: Environment, Culture and Perfor-
mance. Oxford: Blackwell, pp. 203-18.

Clark, N. (2007) Living through the tsunami: vulnerability and generosity on a volatile earth.
Geoforum, 38(6), 1127-39.

Collingwood, R. (1945) The Idea of Nature. Oxford: Clarendon Press.

Daniels, S. (1993) Fields of Vision : Landscape Imagery and National Identity in England
and the United States. Cambridge: Polity Press.

Davie, G. (2007) The funny business of biotechnology: better living through chemistry
comedy. Geoforum, 38(2), 221-3.

Deleuze, G. (1988) Spinoza: Practical Philosophy. Translated by R. Hurley. San Francisco:
City Lights Books.

Deleuze, G. (1994) Difference and Repetition. Translated by Paul Patton, London: Athlone
Press.

Deleuze, G. and Guattari, F. (1987) A Thousand Plateaus: Capitalism and Schizophrenia.
Minneapolis: University of Minnesota Press.

Deleuze, G. and Parnet, C. (2002) Dialogues. New York: Columbia University Press.

Derrida, J. (1978) Writing and Difference. London: Routledge.

Di Chiro, G. (1995) Nature as community: the convergence of environment and social justice.
In William Cronon (ed.), Uncommon Ground: Toward Reinventing Nature. New York:
W.W. Norton & Company, pp. 298-320.

Fiser, A. (2000) Theory as event: the ontogenesis of virtual-structuralism in Deleuze and
Guattari. Space and Culture, 7/8/9, 59-69.

Foucault, M. (1989) Introduction. In G. Canguilhem (ed.), The Normal and the Pathalogical.
New York: Zone Books.

Fraser, M., Kember, S. and Lury, C. (2005) Inventive life: approaches to the new vitalism.
Theory, Culture and Society, 22(1), 1-14.

Glacken, C. (1967) Traces on the Rhodian Shore: nature and culture in Western thought from
ancient times to the end of the eighteenth century. Berkeley: University of California Press.

Greco, M. (2005) On the vitality of vitalism. Theory, Culture and Society, 22(1), 15-27.

Greenhough, B. and Roe, E. (2006) Toward a geography of bodily technologies. Environment
and Planning A, 38, 416-22.

Gregory, K. J. (2000) The Changing Nature of Physical Geography. London: Arnold
Publications.

Haraway, D. (1997) Modest_Witness@Second_Millennium: FemaleMan_Meets_Oncomouse.
London: Routledge.

Hardie, I. and MacKenzie, D. (2006) Assembling an economic actor: the agencement of a
hedge fund. Paper presented at workshop ‘New actors in a financialised economy and
implications for varieties of capitalism’, Institute of Commonwealth Studies, London, 11—
12 May.

Harrison, P. (2000) Making sense: embodiment and the sensibilities of the everyday. Environ-
ment and Planning D: Society and Space, 18, 497-517.

Harvey, D. (1974) Population, resources and the ideology of science. Economic Geogrpahy,
50(2), 256-77.

Harvey, D. (1982) Limits to Capital. Oxford: Blackwell.

Harvey, D. (1996) Justice, Nature and the Geography of Difference. Oxford: Blackwell.

Hassan, M. A., Egozi, R. and Parker, G. (2006) Effect of hydrograph characteristics on verti-
cal sorting in gravel-bed rivers: humid versus arid environments. Water Resources Research,
42, W09408, doi:10.1029/2005WR004707.

Henderson, G. (1999) California and the Fictions of Capital. Oxford: Oxford University
Press.



NATURE 35

Hewitt, K. (ed.) (1983) Interpretations of Calamity. Boston: Allen & Unwin.

Hinchliffe, S. (2008) Reconstituting nature conservation: towards a careful political ecology.
Geoforum, 39, 88-97.

Hitchings, R. (2003) People, plants and performance: on actor-network theory and the mate-
rial pleasures of the private garden. Social and Cultural Geography, 4(1), 99-113.

Ingold, T. (2000) The Perception of the Environment: Essays on Livelihood, Dwelling and
Skill. London: Routledge.

Inkpen, R. (2005) Science, Philosophy and Physical Geography. London: Routledge.

Kearnes, M. (2006) Chaos and control: nanotechnology and the politics of emergence. Para-
graph, 29(2), 57-80.

Kennedy, B. (1994) Requiem for a dead concept. Annals of the Association of American
Geographers, 84(4), 702-5.

Kosek, J. (2006) Understories: The Political Life of Forests in Northern New Mexico.
Durham: Duke University Press.

Latour, B. (1993) We Have Never Been Modern. Cambridge, MA: Harvard University
Press.

Latour, B. (1999) Pandora’s Hope: Essays in the Reality of Science Studies. Cambridge, MA:
Harvard University Press.

Latour, B. (2004a) How to talk about the body? The normative dimension of science studies.
Body and Society, 10, 205-29.

Latour, B. (2004b) Politics of Nature: How to Bring the Sciences into Democracy. Cam-
bridge, MA: Harvard University Press.

Latour, B. (2005) Reassembling the Social. Oxford: Oxford University Press.

Lewis, N. (2000) The climbing body: nature and the experience of modernity. Body and
Society, 6(3-4), 58-80.

Lorimer, H. (2005) Cultural geography: the busyness of being ‘more-than-representational’.
Progress in Human Geography, 29(1), 83-94.

Lorimer, H. (2006) Herding memories of humans and animals. Environment and Planning
D: Society and Space, 24, 497-518.

Lorimer, J. (2006) What about the nematodes? Taxonomic partialities in the scope of UK
biodiversity conservation. Social and Cultural Geography, 7(4), 539-58.

Lorimer, J. (2007) Nonhuman charisma. Environment and Planning D: Society and Space,
25, 911-32.

Mansfield, B. (2003) Spatializing globalization: a ‘geography of quality’ in the seafood indus-
try. Economic Geography, 79(1), 1-16.

McCormack, D. (2005) Diagramming practice and performance. Environment and Planning
D: Society and Space, 23, (119-47).

McKibbon, B. (1889) The End of Nature. New York: Random House.

Merchant, C. (1990) The Death of Nature: Women, Ecology and the Scientific Revolution.
New York: Harper and Row.

Merleau-Ponty, M. (2002) [1945] Phenomenology of Perception. Translated by Colin Smith.
London: Routledge.

Michaels, M. (2000) These books are made for walking . . . : mundane technology, the body
and human-environment relations. Body and Society, 6, 107-26.

Mitchell, T. (2008) Rethinking economy. Geoforum, 39(3), 1116-21.

Nash, C. (2000) Performativity in practice: some recent work in cultural geography. Progress
in Human Geography, 24, 653-64.

O’Connor, J. (1996) The second contradiction of capitalism. In Ted Benton (ed.), The Green-
ing of Marxism. New York: Guilford Press, pp. 197-221.

Palmas, K. (2007) Deleuze and DeLanda: a new ontology, a new political economy? Paper
presented at the Economic Sociology Seminar Series, Department of Sociology, London
School of Economics and Political Science, 29 January 2007.

Pels, D., Hetherington, K. and Vandenberghe, F. (2002) The status of the object: perfor-
mances, mediations and techniques. Theory, Culture and Society, 19(5-6), 1-21.



36 BRUCE BRAUN

Perkins, H. (2007) Ecologies of actor-networks and (non)social labour within urban political
economies of nature. Geoforum, 38(6), 1152-62.

Phillips, J. (2006) Agencement/Assemblage. Theory, Culture and Society, 23(2-3), 108-9.

Prudham, S. (2005) Knock on Wood: Nature as Commodity in Douglas-Fir Country. London:
Routledge.

Robbins, P. (2007) Lawn People: How Grasses, Weeds and Chemicals Make Us Who We
Are. Philadelphia: Temple University Press.

Rose, M. and Wylie, J. (2006) Animating landscape. Environment and Planning D: Society
and Space, 24(4), 475-80.

Serres, M. and Latour, B. (1995) Conversations on Science, Culture and Time. Ann Arbor:
University of Michigan Press.

Smith, N. (1984) Uneven Development: Nature, Capital and the Production of Space. New
York: Blackwell.

Spinoza, B. (1994) A Spinoza Reader : The Ethics and Other Works, edited and translated
by Edwin Curley. Princeton: Princeton University Press.

Stengers, 1. (1997) Power and Invention. Minneapolis: University of Minnesota Press.

Stengers, 1. (2000) The Invention of Modern Science, translated by D. W. Smith. Minneapolis:
University of Minnesota Press.

Stengers, 1. (2003) Cosmopolitiques I. Paris: La Découverte.

Stiegler, B. (1998) Technics and Time, 1: The Fault of Epimetheus, translated by Richard
Beardsworth and George Collins. Stanford: Stanford University Press.

Swyngedouw, E. (2006) Metabolic urbanization: the making of cyborg cities. In N. Heynen,
M. Kaika, and E. Swyngedouw (eds.), In the Nature of Cities — Urban Political Ecology
and the Politics of Urban Metabolism. London: Routledge, pp. 21-40.

Szerszynski, B., Heim, W. and Waterton, C. (eds) (2003) Nature Performed: Environment,
Culture and Performance. Oxford: Blackwell.

Thrift, N. (2000) Still life in nearly present time. Body and Society, 6(3-4), 34-57.

Thrift, N. (2004) Summoning Life. In P. Cloke, P. Crang and M. Goodwin (eds), Envisioning
Human Geographies. London: Arnold, pp. 81-103.

Thrift, N. (2005) From born to made: technology, biology and space. Transactions of the
Institute of British Geographers, 30, 463-76.

Turner, B. L., Clark, W. C., Kates, R. W., Richards, J. F., Matthews, J. T. and Meyer, W.
B. (1990) The Earth as Transformed by Human Action. Cambridge: Cambridge University
Press.

Urban, Michael and Bruce Rhoads. 2003. Conceptions of nature: implications for an inte-
grated geography. In S. Trudgill and A. Roy (eds), Contemporary Meanings in Physical
Geography: From What to Why. London: Arnold, pp. 211-32.

Wainwright, J. (2005) Politics of nature: a review of three recent works by Bruno Latour.
Capitalism, Nature, Socialism, 16(1), 115-27.

Whatmore, S. (2002) Hybrid Geographies: Natures, Cultures, Spaces. London: Sage.

Whitehead, A. (1979) [1929]. Process and Reality: An Essay in Cosmology. Edited by David
Ray Griffin and Donald W. Sherburne. New York: Free Press.

Williams, R. (1980) Problems in Materialism and Culture. London: New Left Books.

Wolf-Meyer, M. (2007) Nocturnes: Sleep, Medicine, Governmentality and the Production of
American ‘Everyday Life’. Dissertation, Department of Anthropology, University of
Minnesota.

Wylie, J. (2005) A single day’s walking: narrating self and landscape on the South West Coast
Path. Transactions of the Institute for British Geographers, New Series, 30, 234-47.

Zimmerer, K. (1994) Human geography and the ‘new ecology’: the prospect and promise of
integration. Annals of the Association of American Geographers, 84(1), 108-25.

Zimmerer, K. (2000) The reworking of conservations geographies: non-equilibrium land-
scapes and nature-society hybrids. Annals of the Association of American Geograpbhers,
90(2), 356-69.



Chapter 3
Sustainability

Becky Mansfield

Introduction

‘Sustainability’ is wildly popular as a way of thinking about how to simultaneously
meet the needs of people and the environment by enhancing human well-being
without undermining ecological integrity. Since it came into prominence in the
1980s, debate about sustainability has underscored the political nature of conserva-
tion, economic development, human well-being, and links among them. Sustain-
ability also highlights the political nature of socio-ecological processes that produce
environmental degradation, poverty, and injustice — in short, the political nature
of unsustainability. At the same time, it is striking the extent to which politics —
relations of power — have been written out of the vast majority of discussions about
sustainability. While most will recognise that discussion about sustainability is itself
contentious and therefore political, the orthodox view is that achieving sustainabil-
ity is a technical issue. According to this orthodox perspective, all that is needed is
better knowledge, incentives, and technology. This orthodoxy, however, ignores
relations of power that create problems and impede solutions, and ignores ways
‘sustainability’, in its attempt to solve problems while avoiding politics, is itself a
political project.

This chapter identifies several ways in which sustainability is political. First, in
the shallowest sense, sustainability is political because it is the outcome of heated
debate, much of it in the formal policy arena. Second, sustainability research and
policy addresses itself to real-world processes that are always political in that they
are shaped, at least in part, by relations of power. The political nature of these
processes must be understood and addressed. Third, the concept of sustainability is
inherently political because it is normative; it fundamentally involves value-laden
choices. Finally, the current usage of sustainability in many academic and policy
circles hides the latter two forms of politics by making sustainability appear to be
technical. This chapter argues that this retreat from politics is a form of hidden
politics.

The first section provides an overview of the trajectory of the global politics of
sustainability, focusing on convergence between sustainability and neoliberalism in
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the international policy arena. The second section provides an overview of academic
responses to this global politics. The strength of sustainability is that it bridges the
social and the ecological both materially (sustainability as the search for ‘win-win’
solutions) and conceptually (sustainability as a way of thinking about how nature
and society are interconnected). The central weakness is that much of the sustain-
ability literature undermines this promise by making sustainability a technical issue.
Subsequent sections demonstrate these strengths and weaknesses in three fields to
which geographers contribute: conservation biology, sustainability science, and
geography more generally.

Sustainability in Global Environmental Politics

Sustainability as it is used today usually references the term ‘sustainable develop-
ment’, an idea that became enshrined in global policy discussion in the 1980s. The
concept has much deeper roots in Twentieth Century resource management, which
used calculations of ‘maximum sustained yield’ to regulate use of renewable resources
such as fish and trees (Larkin, 1977). Sustainability is the level of use that matches
the long-term rate of regeneration; using less is wasteful because resources go
unused, while using more depletes the resource. The concept has been criticised
from many angles (Larkin, 1977, in geography, see, e.g., Demeritt, 2001; Prudham,
2005), and explicit use of this approach was waning just as the term sustainability
was coming into prominence in the context of sustainable development.

It was the 1987 UN-commissioned report Our common future (the ‘Brundtland
report’) that launched sustainability into everyday use, defining sustainable develop-
ment as ‘development that meets the needs of the present without compromising
the ability of future generations to meet their own needs’. The aim of the 1992 UN
Conference on Environment and Development (the ‘Earth Summit’, held in Rio de
Janeiro) was to implement sustainable development as it had been defined in the
Brundtland report (see Adams, 2001; Mansfield, 2008). Sustainable development
represented a shift regarding issues of environment and development, which until
then had been considered to be largely separate. This shift represents a major victory
for governments of the global South who had argued for decades that environmental
concerns could not be considered separately from concerns about economic growth
and equity. For them, the causes of environmental degradation are the same as those
of Third World poverty: exploitative behaviour of governments and corporations
from the North in the past and present. Further, attempts to get countries of the
South to forgo development in the name of conservation were seen largely as neo-
colonial efforts to control resources of the South for the benefit of the North. The
concept of sustainable development, then, reflected North-South politics in policy
discussions, and it reflected the realities of power relations between the North
and South.

What is fascinating, however, is how the term ‘sustainable development’ managed
to subvert politics at the very moment politics seemed to erupt most explicitly. It
does so by entrenching the idea that economic growth is good for people and the
environment. In the 1970s, conservationists considered the major causes of envi-
ronmental problems to be economic growth through industrialisation (largely in the
North) and population growth (largely in the South). In the Brundtland report and
at the Earth Summit, policymakers maintained their focus on population but reversed
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their stance on economic growth. They argued that population is still a problem,
but it is the outcome of poverty, rather than its cause. Because poverty is the
problem, economic development becomes the solution to both socio-economic and
environmental problems; industrialisation in the South will create economic growth
that will decrease poverty, reduce population growth, relieve direct pressure on
resources, and provide economic resources for conservation. No longer seen as an
environmental threat or cause of global inequality, development became the route
to sustainability. Governments around the world could embrace the broad outlines
of this sustainable development agenda because they could sidestep discussion of
politically difficult changes necessary to reduce poverty, increase equity, and create
more environmentally friendly ways of living. Critics responded by claiming that
the notion of sustainable development promotes the status quo, i.e. global economic
activity that exploits the environment and dispossess the poor of access to resources
(The Ecologist, 1993; Chatterjee and Finger, 1994).

Ten years later, the 2002 World Summit on Sustainable Development (the WSSD,
held in Johannesburg), further entrenched the idea that sustainable development
should be linked to capitalist development and neoliberal globalisation (Luke, 20035;
Sneddon et al., 2006; Mansfield, 2008). The approach institutionalised at the WSSD
not only subordinates sustainable development to neoliberalism but promotes neo-
liberalism as the central means to achieve sustainable development. WSSD agree-
ments are emblematic of a private, market-based approach to environmental
protection and poverty alleviation. They promote free trade and investment in
general, encourage developing countries to increase their level of participation in
global trade, and explicitly state that it is necessary to implement agreements of the
World Trade Organization to achieve sustainability. They also promote ‘voluntary
partnerships’ in which governments work with the private sector to achieve particu-
lar goals. Thus, the WSSD represents the triumph of neoliberalism as a framework
for sustainable development. By using the term sustainability, proponents can cast
neoliberal, market-based approaches as a form of egalitarianism, justice and ecologi-
cal economics (Okereke, 2006; Krueger and Gibbs, 2007; Mansfield, 2008).

Sustainability as a Bridging Concept: Promises and Pitfalls

Academic commentators have responded to the troubling trajectory of sustainable
development within global politics in different ways. Whereas some argue that the
entire concept of sustainability should be abandoned because of its problematic
political commitments (e.g., Luke, 2005), others argue that sustainability should be
‘resuscitated and rescued from those proponents of sustainable development who
use it to advance a development agenda that is demonstrably unsustainable’ (Sneddon
et al., 2006, p. 264, see also Krueger and Gibbs, 2007). For Sneddon, sustainability
is precisely a way of bringing politics back into the debate, asking key questions
about what is meant by sustainability and who will benefit from it. Because sustain-
ability is a malleable concept, it has the potential to create bridges among very dif-
ferent people. Discussion about sustainability can be a way in which people recognise
their differences and work through the politics of human-environment interactions
(Sneddon, 2000; Padoch and Sears, 2005).

A resuscitated sustainability also creates bridges between the human and the
natural, and between the social and physical sciences (e.g., Costanza et al., 2007).
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Sustainability is generally represented as being at the nexus of environmental, eco-
nomic and social concerns, such that sustainability can only exist if all three are
addressed together (e.g., Sneddon, 2000; Whitehead, 2007). This offers a different
way to think about the major problems of our time, and holds out the promise that
something can be done to address these problems. In so doing, sustainability also
recognises the integration of humans and nature as an inescapable reality. The ques-
tion is not how do we re-integrate humans and nature in order to have a sustainable
existence (suggesting that humans are currently an external disturbance to nature),
but why do we have socio-ecological systems that are unsustainable and what do
we need to create more ecologically friendly and socially just human-environment
relations? It is in this sense that the bridging capacity of sustainability as a concept
raises key political issues.

However, just as policy debates manage to subvert the political potential of sus-
tainability at the very moment politics seemed to erupt, the same is true of academic
debates. As Redclift (1994; 2005) has long emphasised, it is not always clear to
what sustainability refers, or what is being sustained. Sustainability can refer to
maintaining ecological processes, sustained resource production, or sustained profit-
ability. There is ‘strong’ sustainability that focuses on ecosystem services in the
broadest sense and ‘weak’ sustainability that focuses on protecting only those parts
of nature for which people cannot develop substitutes (Neumayer, 2003). Sustain-
ability can refer to fostering the well-being of all people, now and in the future
(both intra- and inter-generational equity). Or it can refer to any set of practices
that can be maintained over the long-term, regardless of their effect on particular
people or environments! These differences make the neat triangle of sustainability
— environment, economy, society — a little less neat. If people mean different things
by these terms, and tend to prioritise one over the others, then reference to sustain-
ability becomes a means to avoid hard discussions.

This suggests that using the term sustainability in any seriousness requires having
some answer to the question ‘sustainability of what?’ Further, answers to this ques-
tion cannot be found through scientific analysis. While research can certainly answer
questions about the social and ecological effects of certain actions, it can only tell
us if those outcomes are ‘sustainable’ if we have already defined sustainability. In
other words, the process of defining sustainability is an inherently normative, politi-
cal process. Yet many academic researchers fail to address these political issues,
trying instead to use supposedly objective research about sustainability to answer
questions about what sustainability should mean. In other words, researchers often
try to turn sustainability into a technical, rather than political, issue.

The outcome is that there is tension between the promise of sustainability as a
bridging concept and the pitfalls of sustainability as a retreat into the technical. In
his review of contributions from ecology, ecological economics, and livelihoods,
Sneddon (2000) argues that these fields all push the sustainability framework away
from that offered by mainstream sustainable development, and do so by creating
bridges between social and ecological processes (see also Sneddon et al., 2006). But
he also argues that these fields ‘tend to side step the power discrepancies embedded
within social relations . . . which lie at the heart of many environment and develop-
ment dilemmas’ (2000, p. 538). In other words, they tend to avoid and ignore poli-
tics, thus blunting their effectiveness. The following sections build from and illustrate
these insights regarding the potential and pitfalls of sustainability by examining
several fields to which geographers have contributed most centrally.
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Conservation biology

Because the field of conservation biology is centrally concerned with maintaining
biological diversity (Society for Conservation Biology, 2007), it necessarily examines
interconnections among social and ecological processes: what actions degrade the
environment, and which will contribute to conserving it? Yet some conservation
biologists criticise the notion of sustainability precisely because it embraces social
questions about economics and equity. They worry that sustainability ‘poses the
particular risk that ecological and biodiversity concerns will be cast aside in favor
of more pressing human wants’ (Newton and Freyfogle, 2005, p. 23). Writing in
direct response, Padoch and Sears (2005) point out that this view is part of the long
history of global conservation politics, in which ‘poor rural people around the planet
have repeatedly received and rejected already too-simplified versions of urban and
developed-country conservation priorities’ (p. 40). In contrast, they see sustainabil-
ity as an opportunity for those concerned about the environment to work with,
rather than against, poor people of the world to address interlocked ‘problems that
affect the health and well-being of our own and other communities and of the
environments in which we live. We need to know what our roles are in creating
those problems and be engaged collectively in solving them’ (p. 41).

Geographers are pushing discussion about importance of social issues within
conservation in important directions. Campbell (2002) examines debates about
sustainable use of the environment (in this case, endangered sea turtles and their
eggs), finding that managers have a hard time addressing social concerns; biologi-
cal science ‘remains the privileged language’ of the experts she interviewed (p.
1243). McSweeney (2005) engages debates about effects of population growth
among indigenous peoples on tropical forests. She finds that in place of strategies
such as fertility reduction, conservationists should use social science to address
broader social dynamics regarding women’s conservation activities and enforce-
ment of indigenous territorial rights. Further, these social dynamics are fundamen-
tally political, in that they are about power relations among various different
groups of people.

Sustainability is particularly useful in the context of debates such as this about
the necessity of addressing social dynamics. Because it explicitly forges a bridge
between social and ecological concerns, reference to sustainability prevents with-
drawal from politics into the technical. It does so by highlighting ways that politics
are a key part of human-environment interactions, and by showing that a retreat
into seemingly objective concerns about the environment is a political tactic. Such
a retreat makes a political statement not only about what is important, but about
what gets to count as relevant knowledge that can contribute to forging more sus-
tainable human-environment relations.

Sustainability science

Another field to which geographers have made major contributions is sustainability
science, which provides information regarding socio-economic and environmental
patterns, causes of problems, and potential solutions (Kates et al., 2001; Clark and
Dickson, 2003; Clark, 2007). Sustainability science is founded on the premise of
bridging and integrating. As one of its founders put it, its ‘core focus’ is ‘coupled
human-environment systems’ (Clark, 2007, p. 1737). The field is also explicitly
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interdisciplinary, and some of the major figures in the field, such as R. Kates, R.
Kasperson and B. L. Turner, are geographers. Although young, sustainability
science has been recognised by some of the top scientific journals, including Science
and Proceedings of the National Academy of Sciences, which in 2007 started a
‘sustainability science’ section. This new prominence — which clearly not all fields
have been able to achieve — means that both the interdisciplinary, human-
environment approach and questions to which it addresses itself are being recog-
nised as legitimate and important. This sort of prominence also gives the field the
imprimatur of science (as its name, too, claims), such that the field is seen as the
best way to produce rigorous and useful knowledge regarding coupled human-
environment systems.

While rising visibility and legitimacy for this kind of integrative approach is to
be applauded, one concern is that integration is fairly superficial; the field looks at
both social and environmental issues, but does so in ways that do not carefully link
them. One example is a pair of synthetic articles by Kates and Parris. The first lists
and briefly describes 26 trends related to sustainability (e.g., ‘slowing and differen-
tial population growth’ and ‘modification of grasslands and pasturelands’) (Kates
and Parris, 2003). These are based on trends identified in the NRC report on sus-
tainability, for which Kates was co-chair of the board (National Research Council
1999). The second focuses on the status of four goals (reducing hunger, promoting
literacy, stabilising greenhouse gas concentrations, and maintaining freshwater
availability) (Parris and Kates, 2003). The trends and goals they address do include
those that are social and those that are environmental, yet there is no effort to link
them; little in the discussion of each target or goal is actually integrative. Most
telling, they themselves say ‘two of the goals . . . are selected from the consensus on
meeting human needs, and the other two ... are selected from the consensus on
preserving life-support systems’ (Parris and Kates, 2003, p. 8068). ‘Human needs’
and ‘life-support systems’ may both be important, but they are not treated as inter-
connected, either materially or analytically.

A troubling outcome of superficial integration is that researchers rarely attend to
complexity of the socio-environmental processes they claim to be examining. Much
of the research in sustainability science fails, in particular, to properly identify key
social factors, such that not only the analyses but the problems themselves are
treated as fairly technical. Parris and Kates fail to address key structural issues that
lead to chronic hunger; as a result they advocate kinds of international aid policies
that others suggest contribute to the problem in the first place (cf. Lappe et al.,
1998). In a project quantifying water needs associated with adequately feeding
everyone in the world, the researchers treat the challenge as the need to grow more
food, and hence use more water (Rockstrom et al., 2007). They never address how
water needs might change if developing countries stopped producing luxury foods
(such as coffee) for elite consumers (cf. Lappe et al., 1998). This is a perfect example
of the need to ask what it is we are trying to sustain! In a project on socio-
environmental tradeoffs related to agroforestry in Indonesia, the researchers claim
that in addition to examining local market forces they also address ‘rarely con-
sidered cultural factors’ (Steffan-Dewenter et al., 2007, p. 4973). Instead they treat
in-migration to the study region as an apolitical process of cultural exchange (i.e.
learning how to be market-oriented from these outsiders). This fails to analyse
changes due to migration as complex political ecologies in which issues of ethnicity,
access to resources, control of markets, access to government officials, and the like
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may be important (cf. Peluso, 1992; 2005). Reference to ‘culture’ allows the authors
to avoid addressing relations of power in their study site. Against this trend, a more
carefully integrative approach is offered by Turner et al. (2003a; 2003b), in their
development of a framework for analysis of vulnerability to environmental change
(i.e. the likelihood of experiencing harm). As they present it, vulnerability analysis
aims not just to understand effects of environmental change on people, but also
how those effects are shaped by ongoing coupled human-environment interactions
at multiple scales. In other words, it is not enough to note there is a connection
between humans and the environment, but one must carefully identify links among
multiple, intersecting human-environment interactions.

Another key term in sustainability science (related to vulnerability) is resilience,
which refers to the ability of systems to bounce back from (or at least not change
state completely after) a stress or perturbation. Systems of humans and nature are
‘interlinked in never-ending adaptive cycles of growth, accumulation, restructuring,
and renewal’ that occur at multiple temporal and spatial scales (Holling, 2001,
p. 392). According to this framework, resilience is a function of the ability of the
system to restructure and renew, rather than grow and accumulate. A wealth of
research has refined the model, including making it more precise and useful for
empirical measurement of systems and their sustainability (e.g., Cumming et al.,
2005). Resilience theory improves on the literature cited above in that very little
distinction is made between human and non-human aspects of systems. The problem,
however, is that social dynamics are not well understood or addressed. There is
little effort to understand why people do what they do; the resilience model is not
explanatory. As a result, scholarship on resilience has very little to say about some
of the supposed pillars of sustainability, such as equity or social justice. Instead,
resilience is mainly about maintaining a given system and its ability to accumulate
resources, with no discussion about who or what benefits from it. Resilience may
be about ‘understanding complexity’ but that understanding is seen as objective and
technical, rather than normative and political.

This reflects a larger problem with sustainability science, which is that scholars
in this field tend to downplay political aspects of their work. Researchers do recog-
nise that they are participating in a political process. Because their work is problem-
oriented, sustainability scientists actively and openly ‘promote a sustainability
transition’ (Clark, 2007, p. 1737); this requires engaging in political debates. But
they claim to do so only on the basis of their research findings. That is, sustainability
scientists see their science as a way of avoiding, and even trumping, the politics of
sustainability. Thus Kates and Parris, cited above, imply they are engaged in an
apolitical action of characterising goals and trends that already exist, rather than
in a political action of choosing which goals and trends are important (cf. Morse,
2004). Similarly, researchers use the resilience model to characterise complex
systems and identify key times and places for intervention, and they do so without
seeming to engage in subjective and political discussions about which systems and
interventions are good for whom and in what ways. Indeed, it is partly the ability
to seem apolitical that gives sustainability science its legitimacy, and proponents
themselves claim that they are trying to move away from overt politics. As Kates et
al. (2001) state, ‘during the late ‘80s and early ‘90s. .. much of the science and
technology community became increasingly estranged from the preponderantly
societal and political processes that were shaping the sustainable development
agenda. This is now changing as efforts to promote the sustainability transition
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emerge from international scientific programs, the world’s scientific academies, and
independent networks of scientists’ (p. 641).

Thus sustainability scientists argue that their scientific approach, because it is
objective, can replace the overly subjective and politicised approach prominent in
ongoing debates regarding what counts as sustainability and how to achieve it. In
other words, science can define for us what should count as sustainable and what
processes contribute to a sustainability transition. What should be obvious is that
this completely ignores the key questions raised earlier about the normative — rather
than objective — nature of decisions about what counts as sustainability. As Redclift
points out, the idea that sustainability ‘speak[s] to objective scientific method,
without the complication of human judgement’ has been present in debates about
sustainability since at least the 1992 Earth Summit (2005, p. 17). This idea therefore
precedes (and even suggests the need for) sustainability science as a new field. Sus-
tainability science aims to bypass politics by making sustainability a technical ques-
tion, yet in so doing scholars in this area ignore the extent to which they are actually
participating in the politics of sustainability. They do so by claiming that their
approach to sustainability is objectively better than others, which is also a claim
about what kinds of knowledge get to count. Not only does this leave little room
for non-academic forms of knowledge, it also denigrates other forms of academic
research that are not seen as appropriately scientific. This, fundamentally, is the
politics of sustainability.

Sustainability in geography

A very different understanding of sustainability is presented in the more general
geographical literature in both human and nature-society geography. (Physical
geographers have largely been absent from explicit discussion of what is meant by
sustainability, yet a large proportion of the work that physical geographers are
engaged in is related to sustainability, in that it is about understanding environmen-
tal change, especially as related to human action). Within this geographical litera-
ture, there is no unifying approach to the study of sustainability, yet there are some
overarching contributions. The first is that geographic work, especially on nature-
society relations, on the whole does a better job at integrating social and ecological
concerns and processes, giving special attention to the complexity of these processes.
The second is that geographers treat sustainability itself as diverse, rather than sin-
gular. It is context dependent, influenced by space, place, and scale, and — above all
— is the outcome of diverse and complex socio-ecological relations. Although cer-
tainly not alone in addressing these issues, geographers contribute to sustainability
discussions especially on the basis of their unique, long-standing spatial and human-
environment traditions.

Turning to the first contribution, geographical literature presents a much differ-
ent, more textured sense of what human-environment integration means. One way
it does this is by challenging the notion that nature and society exist as two separate
realms that interact. Instead, geographers demonstrate that the idea that they are
separate is itself historical, and is based on a complicated politics of knowledge that
is tied-up with the history of science, colonialism, capitalism, and the exploitation
of both people and nature (Castree 2005). Further, views of nature, and of a human-
nature split, influence actions. Dualistic views of nature not only justify actions that
degrade the environment, but they also influence conservation strategies, which are
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often based on the idea of protecting external nature (Braun, 2002). This suggests
that, because it fundamentally refers to notions such as economy, society, and envi-
ronment, any discussion of ‘sustainability’ is always caught up in this politics of
knowledge. It also suggests that strategies to achieve sustainability may be based
on faulty foundations, and hence may contribute to problems rather than solutions.
For example, Benjaminsen et al. (2006) show that deeply held visions of ideal land-
scapes and human-environment relations influence seemingly objective scientific
notions (such as ‘carrying capacity’) and serve to obscure socio-ecological relations
that do not fit these models, thus leading scientists and policymakers to privilege
environmental sustainability over its social and economic dimensions.

Another way geographers present a very different sense of human-environment
integration is by working to explain (rather than simply describe elements of) par-
ticular socio-ecological systems. In political ecology (broadly defined) researchers
reject both the idea that people are only agents of destruction (i.e. humans are
outside of nature) and simplistic explanations of environmental degradation and
poverty (e.g., overpopulation or backwardness of local people) (Robbins, 2004;
Castree, 2005). Researchers document various ways that people — in multiple times
and places — have managed to create healthy (sustainable!) socio-ecological rela-
tions, and they document the breakdown of these healthy relations as a result of
struggles over control of resources. Asking why people do what they do, researchers
have found that environmental degradation often results from extensive political
and economic processes, including state intervention and integration into capitalist
markets (e.g., Prudham, 2005). Problems in one place may be caused at least in part
by practices that are quite distant. By offering alternative explanations of both
environmental degradation and poverty, this research provides the basis for a cri-
tique of orthodox approaches to both development and conservation, such as those
offered by the World Bank and major conservation organisations (Robbins, 2004;
Goldman, 20035).

This research also provides the basis for a critique of sustainability as a dimen-
sion of both global environmental politics and academic discussion. For one, most
literature on sustainability fails to address these relations of power that shape what
people do. As outlined above, even research that claims to be ‘integrative’ avoids
addressing the politics of socio-ecological relations. Additionally, and partly because
of this failure, sustainability is itself part of the politics of control over resources.
Reference to the idea of sustainability is a way of making claims about who should
have access to resources, on what basis, and for what purpose. In this vein, Adams’
(2001) influential work on the history of sustainability gives attention to the deep
roots of the idea of sustainability in colonial conservation practices, and shows how
orthodox approaches to sustainability reproduce faulty explanations of environ-
mental problems and their solutions. Other recent research argues that the promi-
nence of sustainable development in international debate reflects that it is a form
of geo-politics and extension of state power (e.g., Luke, 2005), and shows that
efforts to create sustainable livelihoods must attend to gender dynamics, which are
key to understanding how people organise access to resources and use of the envi-
ronment (Hovorka, 2005). These examples show that sustainability participates in
and must take into account power dynamics of multiple types and also at multiple
scales, including households, states, and international relations.

Attention to sustainability in multiple contexts and scalar configurations brings
us to the second major contribution that geographers make to the study of sustain-
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ability, which is to treat it as a geographical outcome rather than a transcendent
reality. The political ecological literature discussed above clearly demonstrates this.
What we consider to be ‘local’ is produced by processes that cut across scales, yet
these ‘contexts’ do not erase the uniqueness of particular situations, which are the
outcome of the intersection of multiple processes. Recent scholarship in human
geography also emphasises that sustainability is an inherently geographical project,
and space and scale should be central to any attempt to define, plan for, or imple-
ment sustainability (Whitehead, 2007). For example, noting that policymakers now
emphasise local action as the best means to implement sustainability, a recent set
of articles examines local capacities for sustainable development (Gibbs and Krueger,
2005). One finding is that people in specific contexts interpret sustainability on their
own terms — such that it is impossible for local people to implement global policy
— and these local interpretations are influenced by social relations of power within
the locality (Houghton, 2005). Cowell (2003) argues that the scale at which people
frame environmental ‘assets’ profoundly influences what other issues (such as equity)
are visible or invisible, and therefore choice of scale influences what is meant by
sustainability and who will benefit from it. In one of their contributions to literature
on measuring sustainability, Morse and Fraser (2005) contend that focusing on
national-scale indicators is particularly misleading because these indicators overgen-
eralise across the nation-state, which then ‘reinforces the prevailing view that the
West is better than the developing world’ (p. 638). What these articles demonstrate
quite clearly is that the production of scale also ‘restructures the objects of sustain-
ability’ (Cowell, 2003, p. 343). Sustainability is not a universal concept that is scale
and space neutral, but instead the choice of scale shapes what we think we know
about particular places and how they relate to each other; these ideas subsequently
shape actions, which, of course, have material outcomes. Not only is sustainability
inherently political, but sustainability politics is a geographical practice.

Conclusions

This chapter has outlined some of the complexities of sustainability as an organising
concept. Sustainability has become the dominant way of framing issues of environ-
ment and development at the global scale. In this global politics, sustainability has
merged with neoliberalism, such that the capitalist market is offered as the only
solution to environmental degradation, poverty, and injustice. In this sense, sustain-
ability is clearly not an apolitical concept, but instead serves to legitimise the status
quo. Academic responses to this politics of sustainability have varied. Some suggest
that we reject the idea completely; others embrace the term despite its shortcomings.
Of those who embrace it, some — particularly in the field of sustainability science —
try to overcome the political problems of sustainability debates by claiming to reject
politics. These scholars try to turn sustainability into a set of technical questions
about the right way to live on earth, questions that can be answered through careful
science.

Others recognise that making sustainability into a technical question is impossible
— these questions are inherently political. Those who treat sustainability as a techni-
cal problem engage in this politics implicitly and without examining the political
commitments they are making. Many of those who do recognise the political nature
of sustainability embrace the term precisely because it is political, and is so on many
levels. Its greatest strength is that it challenges the dominant tendency to prioritise
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either social or environmental issues at the expense of the other. At its best, sustain-
ability offers a vision of socio-ecological integration that breaks down the categories
‘humans’ and ‘nature’ and instead focuses on intersections of multiple and complex
processes that do not obey our efforts to neatly categorise them. In so doing, sus-
tainability can also open the door to deep understanding of the causes of environ-
mental degradation and social injustice, and how these are interconnected, a project
that requires attending to relations of power.

The malleability of sustainability as a concept should be seen in light of this
politics. One outcome of the fact that people can use the term to refer to very dif-
ferent things is that people can avoid difficult discussions about what they really
mean simply by reference to ‘sustainability’; the malleability of sustainability masks
relations of power by subverting political discussion regarding the causes of global
inequity, injustice, and environmental problems. Yet malleability is also a reflection
of the fact that sustainability is not a closed concept, but is constantly open to revi-
sion. Anyone who engages the idea — whether as a scholar, policymaker, lay person,
or some combination — is actively shaping what sustainability means. As scholars,
and especially as geographers, we can participate in ‘writing the story of sustain-
ability’ in a way that makes it into ‘a progressive project that ameliorates the nega-
tive externalities of economic activity for everyone’ (Krueger and Gibbs, 2007). In
other words, it is impossible to categorically decide whether sustainability is a pro-
gressive idea or not; to pretend to do so is, once again, to treat sustainability as an
externally given idea that we can know objectively. Instead, we must recognise that
sustainability is the outcome of power-laden discussions regarding what is right,
what should be done and by whom, and to whose benefit.
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Chapter 4
Biodiversity

Karl S. Zimmerer

Introducing Biodiversity

Biodiversity is one of the most central and versatile themes of environmental geog-
raphy. It is defined as ‘the variety and variability among organisms and the ecologi-
cal complexes in which they occur’ (OTA, 1987). This definition has served as a
mainstay for the establishment of biodiversity as a major theme in both environ-
mental geography and in large interdisciplinary currents across the environmental
sciences and environmental studies (Lubchenco, 1998; Botkin, 2000). In addition
to interdisciplinary exchanges, the interest in biodiversity has expanded via exchanges
between environmental geography and diverse disciplines in the natural sciences,
social sciences, and humanities. As a result, the analysis of biodiversity in this
chapter requires both the outward looking view to broader currents and, at the
same time, close examination within environmental geography per se.

My analysis begins with biodiversity concepts and concerns of policy and manage-
ment that are relevant, but not restricted, to the realm of environmental geography
(‘Perspectives on Biodiversity’). It then constructs a brief overview of the historical
and geographical parameters of biodiversity science and related themes within
the social sciences and humanities (‘Biodiversity: Concepts and Concerns: an Over-
view’). The main part of the analysis is centred on the understandings of biodiversity
concepts that are developed within the subfield approaches of biogeography and
physical geography along with ecology and the geosciences (‘Biodiversity: Biogeog-
raphy, Ecology, Geosciences, and Genetics’), nature-society geography (‘Biodiver-
sity: Nature-Society and Human-Environment’), and human geography and its
related fields in the social sciences and humanities (‘Biodiversity: Human Geography
and Related Fields’). These subfields overlap and coalesce into the ‘borderlands’ of
environmental geography (Zimmerer, 2007). Indeed, the multi-faceted qualities of
biodiversity are entwined intricately, as shown throughout this entire chapter, with
the approach of environmental geography. Biodiversity’s intricate interweaving,
emblematic of environmental geography, is centred on the complex interactions,
agency, and embedding of biodiversity as biogeophysical nature within the lives and
livelihoods of humans as created through social, economic, and cultural practices (for
an earlier discussion see Zimmerer, 1996, pp. 15-25).
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Perspectives on biodiversity

Several interdisciplinary perspectives delimit the contemporary status of biodiversity
as a far-reaching concept in contemporary environmental studies and sciences.
Primary perspectives include: (i) biological and ecological sciences; (ii) environmen-
talism and conservation; (iii) economics and ethics; and (iv) public environmental
science.

The biological sciences, associated particularly with ecology and evolution,
provide a predominant perspective on biodiversity as the ‘the variety and variability
among organisms and the ecological complexes in which they occur’ (the familiar
definition mentioned above). Taxonomy frequently functions as a scientific lingua
franca. Tt sees biodiversity as objects of nature that are classified according to sys-
tematic categories (‘things’ is the term chosen in environmental geography using a
humanities inflection; see Section see pages 60-61 and Bakker and Bridge [2006]
inter alia). The species is the most common taxonomic unit of biodiversity. Approxi-
mately 1.4 million species have been identified, but the actual number is likely
between 10 and 100 million. Subspecific units (e.g., genetic- and population-levels)
and multi-specific ecological groupings (e.g., guild-, habitat- and ecosystem-levels)
are also integral to biodiversity. Taxonomic treatments of biodiversity are increas-
ingly dependent upon genetic analysis and genome-based assessments, albeit not
without sharp debate (Greene, 2005). The genetic-level emphasis has spawned the
growth of bioinformatics. This young field, which is the fusion of computational
structures and organised biological information, has become an integral part of the
taxonomic advances applied to biodiversity. One example is the new model linking
the genomics and taxonomy of the plant family Solanaceae (the ‘nightshade’ family)
with the support of the Planetary Biodiversity Inventories initiative of the US
National Science Foundation (NSF) (Knapp et al., 2004; see also Soberon, 1999;
Graham et al., 2004; Blakey et al., 2007). In general, bioinformatics draws upon a
new geographical and spatial emphasis as discussed below (see pages 54-56).

Ecology and evolution offer a second and equally prominent view within the
biological sciences that are being applied to biodiversity. The ecological and evolu-
tionary sciences are concerned with the processes, functions, and spatial patterns
that support the evolution and maintenance of biodiversity across a variety of scales
from local and regional to global (Wilson, 1988; Nabhan, 1995; Reid, 1997; Ehrlich
and Levin, 1998). Geographical and spatial analysis has gained a growing centrality
in the application of these sciences to biodiversity. In the field of evolution and
bioinformatics, for example, one recent editorial is entitled ‘putting the geography
into phylogeography’ (Kidd and Ritchie, 2006; see also Moritz, 2002). Similar to
the taxonomic approaches, ecology now relies more heavily on genetic and genomic-
level analysis in the treatment of biodiversity. Ecology also involves an increased
geographical and spatial emphasis. This shift is evident in the approaches of land-
scape genetics and conservation genetics, discussed further below (see pages 54-56),
which are new pillars of biodiversity science. Pioneering contributions, ranging from
biogeography and landscape ecology to conservation biology, are driving this shift
that now marks more than one decade of advances (e.g., Jelinski, 1997; Manel
et al., 2003; Parker and Jorgensen, 2003; Rigg, 2003)

Environmentalism, broadly conceived, provides a second perspective on biodi-
versity and one that is inextricably entwined with the biological, ecological, and
evolutionary sciences. Escalated environmentalist concerns have been fueled by the
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widespread occurrence and worsening of human-induced biological extinctions.
Current human-induced extinctions are estimated at 1,000 to 10,000 times higher
than existed in pre-human times, although this estimate must be treated as a coarse
approximation (see pages 54-60). The biologist and taxonomist E. O. Wilson — one
of the earliest and probably the most influential proponent of biodiversity as both
a scientific concept and environmentalist concern — has regularly drawn attention
to the worsening threats of extinction, combined with newly available data on
deforestation and advances in tropical biology, as one of the main forces behind
the explosion of interest in biodiversity (Wilson, 1988).

Wilson and other advocates of biodiversity conservation have frequently traced
scientific and environmentalist concerns for biodiversity to the 1986 founding of
the Society for Conservation Biology (SCB). The SCB commitment to biodiversity
conservation (parks, reserves, protected areas) has been applied globally in tens of
thousands of management units during the course of the past couple decades
(Zimmerer et al., 2004). The proliferation of policies and management must be seen
as a global geographic phenomenon that has arisen in response to acceleration
of the anthropogenic extinctions of biodiversity. Still the relations of biodiversity
conservation to environmentalism, policy, and management, while dynamic and
undeniable, are complex ones, which have spurred dynamic nodes of geographic
interest and understanding (see pages 56-61).

Economics along with non-economic frameworks of human valuation furnish yet
another perspective on biodiversity (NRC, 1999). Indeed economic value is invari-
ably one of the reasons highlighted in accounts of the nature and importance of
biodiversity. Conventional economic approaches attribute ‘raw material’-type value
to biodiversity as the growth stock of new sources of foods, pharmaceuticals, fibers,
petroleum substitutes, and other products. ‘Biofuels’, ‘bioenergy’ and a mushroom-
ing array of ‘bioproducts’, generated through applications of biotechnology, are
widely recognised as derived from and dependent upon biodiversity. This expansive
arena of economic growth hinges on the contributions of biotechnology (see Section
IV below). Explicit environmental accounting has grown via the sophisticated sub-
fields of ecological and environmental economics, along with application in various
neoliberal policies. These approaches assign economic weight according to the valu-
ation of various ecosystem goods and services, such as ecosystem resilience and
carbon sequestration, that occur through the ecological functioning of biodiversity
(see Ehrlich and Levin, 1998; Costanza et al., 2007).

Non-economic human values are also widely assigned to biodiversity in relation
to human societies and cultures (NRC, 1999). Such values of biodiversity may
accrue through livelihood, ethical, and humanistic beliefs and practices (see Sections
IVand V below). These non-economic values have been widely documented in
diverse social and cultural settings. Such values are advocated as important coun-
terpoints needed to balance the potentially reductionist and strictly economistic or
utilitarian valuations of biodiversity (Nabhan, 1995). The ‘biophilia hypothesis’ also
belongs within the broad umbrella of non-economic valuations of biodiversity. It
attributes the value of biodiversity to human co-evolution with biodiversity-rich
nature and within the context of biodiversity-rich environments (Kellert and Wilson,
1993; Martin-Lopez et al., 2007).

Public environmental science, institutions, and governance approaches offer a
fourth perspective on biodiversity. Diverse organisations have acquired unprece-
dented importance as key institutional contexts for the management of biodiversity.
Indeed the theme gained much initial visibility and influence through interest and
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influence through the ‘National Forum on BioDiversity’, convened in 1986, that
was funded and organised through the National Resource Council and National
Academy of Sciences of the United States, with additional support from the Smith-
sonian Institution, the World Wildlife Fund, and other prominent public and Non-
Governmental Organizations. This event coincided with a report entitled
‘Technologies to Maintain Biodiversity’ that was issued in 1987 through the US
Office of Technology Assessment (OTA, 1987). Subsequent influence on biodiver-
sity initiative is widely demonstrated through both many individual countries, which
have adopted pioneering approaches, and the global-scale and international organi-
sations, many headquartered in Europe and the United States (such as the ITUCN
and UNEP, see pages 53-54 and 56-61). These influences — which are relatively
tractable and well-documented — reveal how the prevailing idea of biodiversity came
about though the activities and ideas of specific institutions and individuals (i.e., its
‘constructedness’), who have held influential positions in science, policy, and
management (see pages 56—61; see also Takacs, 1996; Farnham, 2007).

Biodiversity concepts and concerns: overview

The concepts and concerns of biodiversity are rooted in a complex scientific and
social web that is historically and geographically extensive. Biodiversity, as a term,
has become imbued with multiple and sometimes contested meanings and interpre-
tations that stem from these highly varied strands. This realisation is not meant to
detract from the validity or worthiness of the concepts and concerns of biodiversity.
Rather, quite the opposite, my analysis urges engagement with the fuller range of
meanings of biodiversity. Future advances depend on fuller engagement across the
gamut of scientific analysis to activist interpretation in ways that are both construc-
tive and critically aware.

Multiple geographic scales distinguish the formative phase of contemporary bio-
diversity interests that began in the mid- and late-1980s. Concurrent with US
national-level undertakings — principally the report and workshops organised by the
US Office of Technology Assessment and the National Forum on BioDiversity in
1987 and 1988 that are described above — there co-existed global-scale framings of
the idea. The global scale was prioritised, for example, in the Interagency Task Force
on Biological Diversity, formed by the US Congress in 1985, which was the outcome
of an amendment (Section 119) to the Foreign Assistance Act that authorised the
US AID (Agency for International Development) to assist developing countries in
conservation programs, with an emphasis at that time on protecting wildlife habitat
and endangered species. By the late 1980s US AID was supporting the Biodiversity
Support Program, with substantial involvement and assistance from global environ-
mental organisations, such as the World Wildlife Fund, The Nature Conservancy,
and World Resources Institute (Oldfield and Alcorn, 1991). Well-publicised scien-
tific analysis of the biodiversity crisis, along with coordinated institutional and
political efforts aimed at conservation, has thus relied on the global and interna-
tional scales as key frames of reference.

The global framing of biodiversity became still more explicit and predominant
in the Convention on Biological Diversity (CBD) that was adopted by more than
100 countries following the 1992 United Nations Conference on Environment and
Development held in Rio de Janeiro, Brazil (UNCED that has become well known
also as the ‘Earth Summit’). Article 1 of the CBD asserts that the main objective of
the global suite of signatory countries includes ‘the conservation of biological diver-
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sity; the sustainable use of its components and the fair and equitable sharing of the
benefits arising out of the utilisation of genetic resources’. Extensive international
negotiations and support, along with key issues of protracted disagreement, marked
the continued evolution of the CBD as a framework-style agreement. (One main
source of disagreement has been the position of the United States that has led efforts
to block or alter the provisions on intellectual property rights proposed and sup-
ported by tropical biodiversity-rich countries such as Brazil and Indonesia.) Two
global organisations, the International Union for the Conservation of Nature (IUCN,
based in Switzerland) and the United Nations Environment Program (UNEP), were
central to the processes and preparation that had led to formalisation of the CBD
at the ‘Earth Summit.’

Economic and political issues are one persistent source of uncertainty stemming
from deeper disagreement about how to finance the ‘global approach to the con-
servation of biological diversity’ that is called for in the CBD (McNeely, 1988). To
date, the UNEP, the World Bank, and the latter’s Global Environmental Facility
(GEF), along with international development organisations, have provided notice-
able financing for biodiversity assessments and conservation, although not without
controversy (see Sections IV and V below). This funding has often targeted national
and regional or local counterparts throughout the world (in such projects as the
Global Biodiversity Assessment and the Global Biodiversity Strategy). The country-
level agencies and ‘on-the-ground’ organisations have served as crucial institutions
— albeit sometimes overlooked — in the consolidation of biodiversity-related interests
as a global phenomenon (Bassett and Zuéli, 2003; Zimmerer, 2006a,b).

Biodiversity: Biogeography, Ecology, Geosciences, and Genetics

Global, country-level, and regional biogeographic scales analysis serve as principal
frames of reference for biodiversity science. The global scale consistently provides
a vital outermost framing. It is evidenced, for example, in the Planetary Biodiversity
Initiative of the US National Science Foundation. The global scale of biodiversity
science is also featured in many environmental and conservation organisations, such
as Conservation International (CI), World Wildlife Fund (WWF), and The Nature
Conservancy (TNC) in the United States, and the World Conservation Monitoring
Centre (WCMC) in Great Britain. General references to sub-global biogeographic
units have been similarly central — ‘the tropics’ has been highlighted throughout the
recent wave of interest. As the same time, the biogeographic scales of region-, land-
scape- and local-level have also become core concepts within biodiversity thinking
(MacDonald, 1995; Reid, 1997). Similarly foundational are country-level framings,
such as the so-called ‘megadiversity countries’ (e.g., applied frequently to Indonesia,
Madagascar, and Brazil).

Biogeography is the root of the productive growth of biodiversity science, espe-
cially through the theoretical and applied usefulness of the Theory of Island Bioge-
ography (pioneered by biologists Robert MacArthur and E. O. Wilson), with
subsequent revisions and continued widespread use (Lomolino, 2000; Whittaker,
2000). Environmental complexity, in addition to spatial area per se, has become a
principal theme in evaluating and estimating biodiversity-supporting habitats.
Changes such as forest fragmentation typically require the analysis of both human
drivers and biophysical factors. Patterning of these changes can be modelled using
algorithms to evaluate and select the design of reserves or protected areas (PAs) for
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biodiversity conservation. This type of analysis is often associated with the wide-
spread and still expanding approaches of ‘conservation biology’ and ‘conservation
ecology’, along with several highly cited scientific journals, including Biodiversity
and Conservation, Conservation Ecology, Conservation Biology, and Diversity and
Distributions.

Species richness (i.e., the number of species) estimated per unit area is an approxi-
mation of the extent of biodiversity that is highly useful. Species-level estimation is
often used alongside ones of other taxonomic levels at either the same or different
scales (e.g., within-species diversity, ecosystem-level diversity). Combined with bio-
geographic analysis, studies are able to identify areal concentrations and spatially
underrepresented areas (e.g., various forms of ‘gap analysis’), while it also demar-
cates the areas of concentrated biodiversity (e.g., the concept of biodiversity ‘hot
spots’). Noteworthy too are the occasional pro-conservation arguments that oppose
the logic of biodiversity ‘hot spots’ as the grounds for baseline conservation priori-
ties. This latter logic, while scientifically sound, widely accepted, and persuasive for
policy purposes, may overlook methodological differences as well as create philo-
sophical and political concerns about too narrow or one-dimensional a view of
biodiversity.

Environmental processes underpin the patterning of biodiversity that is of interest
to biogeographers. The most well-known factors behind spatial patterning are those
of the geo-environment, such as landforms, soils, and climate, which operate at mul-
tiple spatio-temporal scales (e.g., Rosenzweig 2003). Environmental variation thus
contributes a primary dimension to the differentiation of biodiversity at a range of
taxonomic levels (e.g., species, intra-specific populations, multi-specific guilds).
Modelling approaches, such as ecologic niche modelling (ENM), can relate the
spatial patterning of biodiversity occurrences (typically species-level) across land-
scapes to raster GIS coverages. Biodiversity-differentiating factors also are often dis-
tinguishable as historical events at the time scale of geo-environmental time spans.
Innumerable such events have that led to both the increase of biodiversity (e.g.,
through the geographic differentiation of species or intra-specific populations) or the
decrease (e.g., through extinctions generated through processes that are either
human-influenced or entirely unrelated to humans) (Young et al., 2002). The latter
distinction draws the contrast between ‘natural’ or autogenic disturbances, as the
creation of tree fall gaps within forests as a result of such factors as windthrow or
pests), on the one hand, and anthropogenic disturbances, on the other hand. It is the
properties of scale, magnitude, and frequency that are used to determine the resem-
blance of these disturbance regimes (Zimmerer and Young, 1998; Botkin, 2000).

Biodiversity is also influenced through myriad ecological interactions within and
among groups of organisms ranging from communities to ecosystems; these interac-
tions are highly spatially dependent. Particular species play key roles in the biodi-
versity-support functions of various communities and ecosystems. The roles of the
so-called keystone species are documented in an expanding number of case studies
as well as modelling and theoretical treatments of biodiversity. One well-known
example of a keystone species is the California sea otter, which preys on sea urchins
and thus, indirectly, on the diverse kelp forests that are grazed by the sea urchins;
another example is nitrogen-fixing bacteria in many soils environments (Ehrlich and
Levin, 1998). Geographic scale and spatial analysis are important to the ecological
perspective on biodiversity. For example, geographic scale influences the ecological
interactions of keystone species and thus the regulation of biodiversity-related
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processes (e.g., Foster, 2002). Ecological disturbances represent another major form
of interactions that influence biodiversity. Spatial and geoenvironmental analysis
serves as a main avenue for understanding these ecological interactions involving
disturbance (Parker et al., 2001).

Increasingly biodiversity is understood through the approach of genetic analysis,
including molecular-level genomics. This approach is resulting in vast quantities of
data on genetic variation in diverse organisms. Spatial and geographical frameworks
have emerged as one of the principal means of organising, modelling, and analysing
the previously unimagined quantities and types of information on biodiversity at
the genetic level. These include the use of spatial autocorrelation techniques in-
cluding correlograms (Smouse and Peakall, 1999); spatial distance measures (e.g.,
Epperson, 1995); spatial classification estimators such as regionalisation methods
(Monmonier, 1973); polynomic models of geographic distributions; and spatial-
statistical models, such as wombling, of the patterning of gradients (‘clines’) and
patchiness (Sokal and Thomson, 1998). The use of spatial statistics in genetic analy-
sis is increasingly associated with biodiversity conservation. It includes the develop-
ment of bioinformatics with applications centred on biodiversity and conservation
issues (e.g., the new journal Biodiversity and Bioinformatics and contributions to
the Convention on Biological Diversity (CBD); see Silva, 2004). Landscape genetics
and conservation genetics, two growing approaches, are potentially integral to
environmental geography. Significant contributions are demonstrated, for example,
in the contribution to understanding landscape and geographical factors in the
partitioning of within- and between-population genetic diversity (e.g., Jelinski,
1997; Zimmerer and Douches, 1991; Manel et al., 2003; Parker and Jorgensen,
2003; Rigg, 2003). In sum, the theme of spatial and geographic structuring has
clearly emerged as one of the primary means of organising the vast quantities of
genetic-level information on biodiversity that is fast becoming available.

Geo-environmental change across spatial and temporal scales, such as in global
climate, is essential to understanding biodiversity in the context of evolutionary and
ecological processes. This view enables both basic scientific understandings and
management-policy information about the threat of potentially irreversible losses. In
the case of global climate change, biodiversity science has identified several crucial
themes, which include range shifts (i.e., changes in biogeographic distributions),
taxon-specific abundance changes (numbers within the group of interest), phenolog-
ical alterations (pertaining to timing of seasonal and interannual behaviours), and
general identification of species (and groups of species) that will become more or less
important as a consequence of global warming (Lovejoy and Hannah, 20035). It also
evaluates the responses of biodiversity to other forms of environmental change —
examples of the latter include land degradation, atmospheric acidification, and the
general accumulation of toxic substances. Alteration of the spatial patterning of
habitats is also a major theme; habitat fragmentation receives ever more sophisti-
cated analysis. Such change is subject to interactions with other kinds of human-
driven changes (such as changes in land use, see below). In general, evolutionary
ecology highlights the multiple spatial and temporal scales of biodiversity processes,
while it can also be used to draw attention to potential irreversible losses.

Biodiversity: Nature-Society And Human-Environment

Perspectives centred on nature-society and human-environment interactions (such
as political ecology, cultural ecology, human dimensions of global change, and
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resource management) offer several cornerstone contributions towards the under-
standing of biodiversity within environmental geography. Human activities and
management determine the status of biodiversity (including biodiversity-supporting
processes) in a wide range of environments. The perspectives in this section centre
on humanised landscapes (anthropogenic habitats) that vary from near-wilderness-
type settings to ones that are extremely modified. As a result, there is a gradient of
impacts on biodiversity that begins, on one end, with such activities as relatively
low-impact land use, exemplified through the gathering of non-timber forest prod-
ucts (NTFPs) and rotational shifting cultivation. Forest regrowth and regeneration
as a result of land use abandonment is another example of low-impact, indeed
generally positive, effects on biodiversity (similar to low-impact autogenic distur-
bances described on pages 54-56). At the other end of this gradient are activities
with high-level impacts on biodiversity, such as permanent forest clearing, agricul-
tural land use that varies from conventional systems to expansion of biotechnology-
based agriculture along with urban and industrial development.

Biodiversity-impacting activities are related to socio- and political economic pro-
cesses at scales ranging from local to regional and global. The latter scale is especially
salient, since biodiversity impacts are a major form of global human-environmental
change. The ‘Global Change’ and ‘Global Human Environmental Change’ networks
of researchers, scientific institutions, and policy specialists have singled out biodiver-
sity loss, along with climate change, desertification, and water resources, as key issues
of planetary biogeophysical systems involving human-environment interactions.
‘Scaling up’ the estimates and understanding of biodiversity impacts, from local and
regional studies to the global scale, is an important and continued challenge. Many
human-environment interactions involving biodiversity do not lend themselves to
straightforward spatial extrapolation — they are uneven as a result of underlying
spatial variation in both the human-social dynamics as well as the environment-
biodiversity interactions. Nonetheless, considerable progress in understanding in
biodiversity-scale relationships have been made recently thanks to new or expanding
techniques, many including Geographic Information Systems (GIS) and remote
sensing (RS), as well as other innovative forms of research design and analysis, such
as multiple case studies, cross-regional comparisons, and meta-analysis.

Research into Land Use/Cover Change, or LUCC, involves several of the above
techniques that are frequently applied to understanding the impacts of human activi-
ties on biodiversity in forest ecosystems (Velazquez et al., 2003). Frequently it
evaluates the changes in the spatial parameters of forest cover (e.g., the extent and
patterning of forest edge, overall shape, and other geometric and distance-related
features) in comparison to non-forest areas. Typically cast as diachronic compari-
sons involving two or more time periods this approach offers a means of estimating
cover-related impacts with inferences about biodiversity. Also, LUCC is increasingly
linked to intensive studies of human-social and ecological-change processes that are
georeferenced and coded into the frameworks of spatial analysis. The emphasis of
LUCC on forest-and-other-land-use-areas, while well suited to remote sensing and
other land-cover analysis, has thus far precluded the analysis using this approach
of other forms of biodiversity impacts, such as changes within agricultural and
urban land use. These latter changes include the increasingly important impact of
biotechnology-based agriculture. Here the impact on biodiversity is concentrated
within agricultural systems (agrobiodiversity), which is of interest in the global-
change research and policy networks as well as those related to food security and
rights.
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Prospects for biodiversity and environmental conservation can be analysed by
identifying the space- and time-based parameters of change processes. Analytical
approaches include quantitative spatial-environmental methodologies, along with
quantitative and/or qualitative assessments of economic, political, and historical
factors (e.g., regression-tree statistics and rule-based, expert knowledge analysis)
and ‘threat analysis’ in conservation-centred approaches. Core techniques include
Geographic Information Science (GIScience), cross-regional comparisons, and
remote sensing analysis. Potential ‘win-win’ scenarios offer combinations of equita-
ble socioeconomic development, on the one hand, and favorable environmental and
biodiversity outcomes, on the other hand (Adams et al., 2004; Naughton-Treves
et al., 2005; Zimmerer, 2006a; 2006b). The potential existence of this combination
is frequently complex, yet it is often of primary interest. Identification of potentially
favorable combinations of conditions suited to the design and establishment of pro-
tected areas (PAs), for example, is a high priority for biodiversity conservation.

Successful expansion of initiatives for biodiversity conservation is linked, in
several cases, to well-developed concerns for human rights and environmental
justice. Such concerns are centred on biodiversity conservation measures that have
led to the loss of resource access and livelihood among local inhabitants (Peluso,
1993; Neumann, 2004). The latter include poorer, less socially powerful, and, in
many cases, indigenous people. These people reside and practice land use in many
of the tropical and less-accessible areas that are prioritised for biodiversity conserva-
tion. The often long-term and still unfolding relations of these people to biodiversity
and biodiversity conservation have become a major subject of geographic research
(e.g., through the approaches of political ecology and cultural ecology). Indeed if
much biodiversity-related environmental geography perceives people as a threat to
biodiversity, then the perspective of human rights and environmental justice can be
seen as inverting the focal point. Here the question of how biodiversity initiatives
may pose a threat to people becomes the primary focus. Biodiversity conservation
initiatives, often framed as global and integral to sustainability policies, have become
a main avenue for development programmes at national, regional, and local scales
in many places across the world — this elevation of biodiversity distinguishes the
present historical moment.

Cultural activities often do support certain types of biodiversity and, more gener-
ally, are interwoven with various biodiversity-influencing processes. These relations
have led to interest in biodiversity that exists in close relation to the activities and
habits of people (e.g., utilised and known-about biota) in relation to cultural diver-
sity (e.g., livelihood practices, food customs and cuisine, ethnic and language group
differences) and sociocultural and development change processes (e.g., increased
influence of commodification, market relations, and labour migration). Geographic
contexts range widely for these intensive interactions between biodiversity and
humans (Naughton-Treves et al., 2006). Analysis of human-environment interac-
tions in such contexts include local- and region-scale differences in land use activities
that range from utilitarian and ‘backyard’-type to deeply cultural and religious
practices (Hecht, 2004, Zimmerer, 2004). Accelerating change tends to typify these
interactions. The biodiversity of agricultural plants and ecosystems (‘agrobiodiver-
sity’) in Africa, for example, is on the verge of becoming subject to technology-based
advances in ‘bio-fortification’ — the process of creating, either through conventional
breeding or genetic modification, and subsequently disseminating genetically
improved food crops with enhanced levels of bio-available micronutrients.
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Historical factors strongly contour the relations of biodiversity to humans. His-
torical analysis abounds in nature-society and human-environment approaches,
with varying degrees of similarity to the closely related approaches of historical
geography, environmental history, and ecological history. These historical perspec-
tives offer important insights into biodiversity. Such insights include the following:
(i) much biodiversity exists in environments, often geographically extensive, that
have undergone long histories of interaction with human activities (contra the so-
called Pristine Myth) (Denevan, 1992; Balée 2006); (ii) it is the type, magnitude,
and scale of human impacts that determines relations of human-modified environ-
ments to biodiversity (Zimmerer and Young, 1998); and (iii) biodiversity, like other
environmental concerns, is appreciated and understood among many audiences,
including both specialists and non-specialists, through the kinds of stories, or nar-
ratives, that are used to present and describe such issues. These perspectives also
have cast much new light on the roles of indigenous people and other non-Western
groups as neither ‘Noble Savages’ nor ‘Ignorant Natives’ in their relations to biodi-
versity and biodiversity-supporting landscapes (Oldfield and Alcorn, 1991).

Relations of biodiversity to humans are also deeply rooted in the nature of nature
itself. Although the latter might be thought of as the domain of the natural sciences,
it is also a vital theme for understand biodiversity through the lens of human-
environment and nature-society interactions (e.g., fields such as cultural ecology,
political ecology and resource management). For example, many dynamics of human
relations to biodiversity are dependent upon change-prone processes that are trig-
gered by so-called disturbance events and that do not tend towards a well-defined
or easily identifiable ‘balance of nature’. Examples include the biodiversity of such
economically important landscapes as range ecosystems as well as such icons of
more pristine-type conservation as renowned wildlife populations (Zimmerer and
Young, 1998). The dependence of biodiversity on disturbances is resonant with the
interpretive perspective of humans-in-nature, as opposed to the conventional dichot-
omy of humans and nature.

Human-environment interactions and biodiversity are increasingly paired with
pathbreaking progress in genetic analysis genomics. Such advances are opening new
vistas for the future analysis of biodiversity and human-environment interactions
within environmental geography. These developments include a focus on the geo-
graphic dimension of major human migrations and such correlates as the spatial dis-
tribution of languages (e.g., the spread of European languages; see Barbujani and
Sokal, 1991; Piazza et al., 1995). Recent molecular-level genetic analysis also opens
new vistas on geographic dimensions of the formative plant and animal domestica-
tions and dispersals, including the consequences of these human-environment inter-
actions (agriculture, livestock-raising) on the genetic systems of domestication
organisms (e.g., Hanotte et al., 2002; Doebley, 2006; Doebley et al., 2006; Parker
et al., 2007). The new developments also include a wave of Green Revolution-style
questions that is driven through advances and debates in genomics (e.g., on food pro-
duction and quality), including whether the use of biodiversity can improve food
security and other benefits among resource-poor land users (e.g., Dawson and Powell,
1999; Reece, 2007). The role of biodiversity in genomics and biotechnology-based
advances is central to the development of possible plant and land use adaptations to
climate change and other key agroenvironmental factors. A new volume, Darwin’s
Harvest (Motley et al., 2006), along with papers in the 2003 issue of Physical Geog-
raphy, bring together many of the advances in genetics that are relevant to human-
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environment interactions and environmental geography (e.g., Rigg, 2003). The latter
addresses the spatial dynamics of genetic introgression, for example, which is a major
topic in the treatment of invasive species (Blumler, 2003).

Biodiversity: Human Geography and Related Fields

The economic valuation of biodiversity is owed in substantial part to the rise of its
usefulness and potential promise as genetic raw material to the biotechnology indus-
try. Chronologies have coincided closely in the growth of these two spheres of
interest since the 1980s. Legal frameworks, such as property laws and intellectual
property rights, as well as technological innovations, such as DNA banking, have
continued to offer new facets to the biodiversity-biotechnology relation. The eco-
nomic significance of biodiversity is also incorporated into the valuation of ecosys-
tem goods and services. These modes of valuation are best understood as not merely
environmental and economic but also broadly social and political as well. Contem-
porary economic geography has generated numerous insights into the powerful
human social dynamics surrounding and infusing biodiversity issues.

The predominant modes of biodiversity valuation belong to the current economic
philosophy, policy frameworks, and politics of neoliberalism. Neoliberalism espouses
market-based rationales for the protection and conservation of nature and, more
specifically, for the valuation of biodiversity. The extensive capacity for valuation
of biodiversity through marketing under neoliberal policies has led to critiques
within economic geography that demonstrate the scenario of ‘saving nature to sell
it’ (McAfee, 1999). Markets have gained the status as possible saviours, in addition
to still serving as threats, to biodiversity. In biodiversity-rich places worldwide,
particularly in the Global South, economic valuation is also distinguished by costs
that are incurred among local residents who may lose access to land and other
resources as a result of Protected Areas (PAs) designated for the purpose of bio-
diversity protection and conservation (Adams et al., 2004; Neumann, 2004).

Potentially the economic value of biodiversity can be used to provide local and
national benefits through such agreements as bioprospecting and the commercialisa-
tion of biodiverse genetic material. Indeed this ‘geography of hope’ has stimulated
diverse works on market-based conservation through the lens of cultural and politi-
cal ecology, with focus especially on the people and resources of the ‘Global South’,
(e.g., Coomes et al., 2004). Recent global and international agreements on biodi-
versity such as the Cartagena Protocol on Biosafety, which was adopted in 2000 in
order to regulate agricultural biotechnologies internationally, also offer potentially
hopeful developments. The Cartagena Protocol illustrates the increased role and
influence of regulations involving the global valuation of biodiversity along with
the place of the countries and citizens of the Global South in this regulation. A dis-
tinct yet generally related example, set in the Global North, is the new framework
of the new Agri-Environmental Policies (AEP) of the European Union. The treatment
of biodiversity issues within this EU framework reveal that new regulatory
approaches can be vital, and that market-based mechanisms do not represent all-
encompassing avenues for environmental management.

Politics of biodiversity issues range from national resource concerns and identity,
on the one hand, to international treaties and relations, including the processes of
globalisation, on the other hand. The politics of nations is central to many biodi-
versity issues; for example, biodiversity is commonly viewed as a feature of national
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heritage. For example, while international and global organisations may finance
much of the drive for biodiversity conservation, these efforts typically are enacted
through institutions and agencies at the national, regional, and local scales. The
latter group of institutions influences ‘what gets understood as and comes to be
understood as biodiversity in a national context’ (Lorimer, 2006, p. 540). The
largest of the World Bank-funded initiatives for biodiversity conservation, for
example, has required National Environmental Action Plans (NEAPs), while another
line of Bank-funded projects has established National Biodiversity Conservation
Areas (NBCAs) in many countries (Bassett and Zuéli, 2003). The international and
global biodiversity initiatives show tendencies that express an underlying politics of
nature (e.g., the environmentally and geographically skewed emphasis on tropical
rain forest conservation; Zimmerer, 2006). These global environmental politics may
run starkly counter to national politics and identity practices, which often emphasise
the utilitarian-type landscapes of agrarian ideals.

Ethics and moral geographies infuse the understanding of biodiversity in myriad
ways. The ‘cultural valuation’ per se of biodiversity (and, more commonly, biodi-
versity-incorporating attributes of nature) is embedded in a host of belief systems.
But ethics and morals may also be thought of in a broader sense, and thus acquire
still more wide-ranging relevance to biodiversity issues along with those of biotech-
nology (e.g., Greenhough, 2007). For example, ethics offers an appropriate frame-
work for understanding the beliefs and values associated with biodiversity-containing
landscapes that are also of vital cultural importance (e.g., ideas of ancestral domain
related to biodiversity issues in the Philippines; Bryant, 2000). Ethics also inform
beliefs concerning moral order, which is seen as a positive force in several relations
of humans to nature and biodiversity — such as in ideas of stewardship and the place
of people-in-nature. At the same time, however, the valence of moral order is not
inherently positive, and its influence may be manipulated in many ways. Rationali-
sation of the abuse of human rights of local residents and the justification of deadly
violence against wildlife poachers in African national parks is the result of the
‘radical [discursive| re-ordering of moral standing’ (Neumann, 2004, p. 234). It
lowers these local people to a sub-human level of ethical status. Most recently, the
ethical dimension of biodiversity has mushroomed in the question of ‘who owns
the human species’. Addressing this epochal question is sure to spawn a new phase
of biodiversity analysis within environmental geography.

Conclusion: Biodiversity and Environmental Geography

Entwining of the human and non-human in biodiversity is increasingly relevant not
only to biodiversity but to various aspects of human conditions and social dynamics.
Various powerful new developments in the economics, policy, and management of
biodiversity (e.g., biotechnology, conservation) have intensified this entwining. In
response, perspectives in the social sciences and humanities use the ideas of ‘hybrid’
and ‘socionature hybridity’ in order to describe those elements of nature, from
landscapes to organisms, which are deeply entwined with the human social world.
Biodiversity offers many illustrations of the inseparability of the non-human and
the human. One example is the biotechnology industry’s coining of the ‘small mol-
ecules’ throughout nature as a so-called lexicon of biodiversity to be marshaled for
genetic engineering. The perspective of this hybridity is useful also since it reveals
the powerful tendency of modern belief systems, including in academic disciplines,
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to pry apart the ‘natural’ and the ‘cultural’ as separate spheres of activity and analy-
sis (Castree, 2005). Human social dynamics, which are pervasive in everyday dis-
courses as well as disciplinary divisions within the academy, have tended to separate
‘nature’ and ‘culture’, contrary to the realities that are represented in most types of
biodiversity issues.

Ultimately the rapid and successful rise of biodiversity — both as an influential
multi-faceted concept crossing the sciences and humanities and, at the same time,
as one of the most pressing and urgent present-day environmental issues — must be
seen as rooted in still larger historical and geographic scales. One persistently pow-
erful force is the centuries-old and still vigorous legacy of natural history, which
offers an important deep-time precursor to present-day biodiversity science and
ideas. Natural history has typically combined scientific and emotive interests in the
variety of the natural world, similar to some of the main threads of contemporary
biodiversity-centred activities. Moreover, natural history is drawn from field studies
and international milieus at the global scale, which are similarly a signature of bio-
diversity science and conservation. Persistence of the deep cultural premium placed
on the value of natural diversity may be traced to Enlightenment and Romantic
views of nature, as evidenced for example in the works of Alexander von Humboldt.
Indeed, Humboldt’s scientific and human-environmental legacy has offered specific
precursors to current interests in biodiversity, along with its general influences on
contemporary environmental geography (Zimmerer, 2006).

Social studies of science and technology can be used to reflect also on current
trends and interest in biodiversity. These studies suggest that the power of scientific
ideas and concerns typically emanate from immediate circumstance as well as wider
social, ideological, and environmental contexts and currents. Rapidly expanding
interest in biodiversity must be evaluated, therefore, within the matrix of the enor-
mous scientific and economic growth of biotechnology and the emergence of a
‘bioeconomy’ (including ‘biofuels’ and ‘bioenergy’). Genomics and bioinformatics,
for example, are fueling a new wave of advances that bring into play an unprece-
dented emphasis on the role of the spatial and geographical dimension of biodiver-
sity dynamics.
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Chapter 5

Complexity, Chaos
and Emergence

Steven M. Manson

Introduction

Geographers use concepts of complexity, chaos, and emergence in their research,
whether focused on society and space, human-environment systems, geographic
information science, or ecological and biophysical systems. At the same time, non-
geographers increasingly find that complexity research — the general term applied
to work on complexity, chaos, and emergence — leads them to concepts of space
and place that undergird the geographical enterprise (Byrne, 1998; Cilliers, 1998;
Lissack, 2001; Manson, 2001; Reitsma, 2002; Urry, 2003). The synergy between
research in geography and complexity is supported by some shared characteristics.
Geography and complexity both span a broad array of substantive areas, synthesise
across multiple disciplines, and focus on an array of human and environmental
systems that encompass multiple spatial, temporal and organisational scales. More
broadly, complexity research is found in a variety of fields that have varying levels
of engagement with geography, ranging from policy (McKelvey, 1999; Gatrell,
2005) to the natural sciences (Rind, 1999; Phillips, 2003; Brose et al., 2004), social
sciences (Arthur, 1999; Batten, 2001; Sampson et al., 2002), and the humanities
(Nowotny 2005; Portugali, 2006).

While the combination of complexity theory with geography in general and
environmental geography in particular has excellent prospects for continued growth,
it also confronts a series of methodological and conceptual challenges. Perhaps the
greatest issue in complexity research is that there is no single or widely shared defi-
nition of complexity. Clear definitions are also lacking for more specific topics such
as chaos and self-organisation, which have been used in various ways in complexity
research across disciplines. In many respects, complexity follows the old adage that
‘geography is what geographers do’ because complexity researchers are often self-
identified. Complexity is therefore usefully seen as an interdisciplinary endeavor in
which individual disciplines and practitioners borrow techniques and approaches
from other fields.

Thus, the terms complexity theory or complexity sciences serve as placeholders
for a wide array of research. It is possible to identify three distinct, but highly inter-
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related approaches to complexity: algorithmic complexity, deterministic complexity,
and aggregate complexity. Within each of these approaches and the larger field of
complexity research, we can also identify and critically evaluate several areas that
host the latest debates and larger challenges. Among the most pressing are questions
about the novelty of complexity, reconciling simplicity with complexity, under-
standing the balance between equilibrium and change, bridging various disciplinary
divides, and understanding how complexity affects our assessment and use of
spatial, temporal and organisational scale.

Approaches to Complex Systems

Complexity research examines systems. A system is a set of entities connected in a
way that gives the system an overall identity and behaviour. Systems can be of
almost any scale, from atoms bound together in a molecule, to households in an
economy, or the planets of our solar system. Complexity research centers on iden-
tifying the most important system elements and describing relationships among
them. Systems are defined in part by these internal elements as well as by their larger
environments. An ecosystem is self-contained in terms of much of its structure and
function, for example, but also has many connections to the larger climatic, geo-
physical, and biotic environment.

Complexity research tends to fall into three broad areas of theory and practice
(Manson, 2001), although many categorisations and definitions exist (cf. Byrne,
1998; Cilliers, 1998; Lissack, 2001; Reitsma, 2002). The first kind of complexity
research can be termed algorithmic because it measures the structure of a system in
terms of the computational processes needed to replicate the system. The second
form is deterministic complexity, which explores systems via mathematical
approaches that have become known as non-linear dynamics and chaos theory. The
third form of complexity research examines aggregate complexity, or the manner
in which systems such as ecosystems emerge from the local interactions of individual
elements such as animals or plants.

Algorithmic complexity

Algorithmic complexity encompasses mathematical and computational approaches
that attempt to calculate or characterise how difficult it is to represent or model a
system in mathematical or algorithmic terms. The field of computational complexity
theory measures the difficulty of solving mathematical or computational problems,
particularly with respect to how changes in the size of a system affect the difficulty
of representing a system. One common problem in environmental geography is
determining the time or computational resources required to calculate all permuta-
tions in a resource allocation situation, such as choosing a set of conservation areas
designed to maximise biodiversity in a given region (Aerts et al., 2003). For prob-
lems of moderate size, say involving the allocation of 100 areas of interest (e.g.,
represented as a 10 x 10 raster grid or 100 discrete regions) there are billions of
different ways of ordering the permutations of suitable areas. Solving this problem
in a Geographic Information System or spatial model is very difficult without
recourse to approximation or heuristics. A related subfield of mathematics, informa-
tion theory, quantifies the ‘complexity’ of a system as the shortest algorithm that
can reliably describe the system and reproduce its behaviour (Chaitin, 1992). In
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essence, simple algorithms are used to describe simple systems while longer and
more sophisticated algorithms are necessary for complicated systems. These mea-
sures also often focus on entropy, or the amount of order versus randomness in a
system.

Computational complexity and information theory provide measures of how
complicated a system is, but not necessarily how ‘complex’ the system is in the way
meant by most researchers in complexity science interested in deterministic or
aggregate complexity because it does not distinguish between systems that are
merely complicated and those that exhibit processual elements such as feedback or
emergence (Gilbert, 1995; Reitsma, 2003; Perry, this volume). Algorithmic complex-
ity is useful to complexity researchers, however, because it provides straightforward
measures of how complicated a system will be to represent or how difficult it is to
solve a problem. In particular, these measures identify problems that cannot be
solved analytically, but instead must be approximated . Information-theoretic mea-
sures such as entropy are also useful because they assess the degree of order in a
system; as discussed below, complexity research is very interested in systems that
move between randomness and order (Phillips, 2003). More broadly, however, the
use of algorithmic complexity by geographers employing complexity approaches
has been limited (Manson, 2001; O’Sullivan, 2004).

Deterministic complexity

Deterministic complexity is comprised of approaches that describe the underlying
dynamics of a system that determine its state and trajectory of evolution. Systems
can have both negative feedback, whereby changes in the state of the system tend
to diminish over time, and positive feedback, where system dynamics make changes
self-reinforcing. For example, in the case of climate change, warming of the tropical
oceans will generate more cloud cover that will reflect incoming solar radiation and
thereby dampen the warming effects of anthropogenic greenhouse gas emissions,
while melting of the polar ice caps is a positive feedback that will accelerate global
warming by increasing the amount of solar radiation absorbed at high latitudes
(Rind, 1999; Schneider, 2004). Deterministic complexity provides a framework for
understanding and predicting the dynamics of the climate and other systems by
deriving equations to describe the behaviour of and relationships among their com-
ponent parts and examining how feedback among these equations (and thereby the
system components they describe) affects the system overall. This area of complexity
is also concerned with understanding how feedback can make the system sensitive
to small perturbations, as detailed below (Malanson et al., 1990).

Deterministic complexity takes its name from the idea that a few key variables
in a small set of equations can describe a system. The deterministic aspect
stems from the way in which system behaviour is ‘determined’ by the equations
and their initial values. To capture animal population dynamics, for example, we
can look to a population growth model developed in 1838 by Pierre Frangois
Verhult:

Xen = 0X; (1 - Xt) (51)

This equation predicts the future size of a population X,,; as a function of the present
population size X, (measured on a scale of zero to one) and a rate of growth « that
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represents natural factors such as the rate at which births and deaths occur, avail-
ability of food, or threat of predation. This equation is used iteratively or, in other
words, the answer from one time step (¢) becomes the input for the next step (¢ +
1). This population model is simple because it uses very straightforward mathemat-
ics, but it can capture complex population dynamics that are highly sensitive to the
value of o representing the rate of growth. Figure 5.1 illustrates these complex
dynamics by showing a single end-point or ‘attractor’ for thousands of different
iterations. The value of each system end point, given by the y-axis, varies widely
with changes in o along the x-axis.

Systems often have feedback. In the population model, the use of iteration creates
feedback between the present population X, and future population X,,;. When « is
between one and three, for example, negative feedback causes the population to settle
over time to a single value of 1 — 1/c. This value is an example of a stable attractor,
or the value within a mathematical system towards which a variable inevitably tends
or reaches. When o = 3, for example, the population value settles down to become
1 -1 or X = 2. Another stable attractor occurs when o ranges between zero and one.
In this case, the population dies out over time due to negative feedback. The popula-
tion can also expand endlessly via positive feedback when « is greater than four.

Deterministic systems can be both sensitive, in that changes in their overall
behaviour may occur as a result of small changes or perturbations in one of their
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Figure 5.1 Bifurcations in the system attractor as a function of alpha in the popula-
tion growth model.
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parts, and non-linear because such small changes can lead to large changes in other
parts (Phillips, 2003). The population model is a particularly interesting example,
because it is only sensitive to changes in o over a small range of values. So long as
its value remains between one and three, a small change in o has a correspondingly
minor impact on X. Similarly, any change in ¢, when it is less than one or greater
than four, has no impact in the sense that X drops to zero or becomes infinite
regardless of the size of change in . In contrast to those ranges, the system is very
sensitive to changes in o when it takes a value between three and four. Any small
shift in the value of « in this range results in large shifts in X among multiple attrac-
tors, which are equivalent to population boom-bust cycles in real-world populations
(figure 5.1). The sudden shifts that occur due to this sensitivity are termed bifurca-
tions or catastrophic changes (May, 1976; Feigenbaum, 1980; Brown, 1995). The
term butterfly effect, which metaphorically suggests that the flapping of a butterfly’s
wings may cause severe weather elsewhere (Lorenz, 1973), also describes sensitivity,
particularly in the initial values of a model. As discussed below, the potential for
sensitivity to initial conditions raises fundamental questions about our ability to
model complex systems and predict their behaviour, as well as, more broadly, about
the nature of equilibrium and change.

Many mathematical systems have stable attractors, but those describing deter-
ministically complex systems can also have strange attractors, or sets of values
towards which the system tends, but never quite reaches. In our population model,
the population size X seemingly becomes completely random when o = 3.8 (figure
5.1, inset). In terms of deterministic complexity, however, this system is not truly
chaotic or unknowable because we can model it with a single equation and know
exactly which value of o generates the seemingly random values of X. Moreover,
the values of X will generally cluster around a certain set of values that define the
strange attractor. A system that exhibits these two characteristics — being modelled
with equations and having attractors — is termed deterministically chaotic as opposed
to truly chaotic (Leiber, 1999).

One kind of strange attractor that has garnered much attention is the fractal.
This term refers to a pattern that remains unchanged over the spatial or temporal
scale of observation. Trees and river systems, for example, are fractal in the sense
that they appear to have a branching structure at scales ranging from the very small,
such as veins in leaves or the smallest stream branches, to the very large, such as
the branching structure of the entire tree or river system (Pecknold et al., 1997). So
too is the general branching structure of the population system in figure 5.1, which
is mirrored at the small scale in the figure inset. Systems that exhibit fractal patterns
are interesting because the appearance of similar patterns at different scales implies
that similar underlying processes may exist. Thus, understanding the processes
operating at one scale may lead to understanding of the processes operating at
others. As examined below, however, actually using the discovery of fractal patterns
at one scale to understand or predict the behaviour of a system at other scale is
fraught with difficulty.

Aggregate complexity

Aggregate complexity examines many of the same features of systems as algorithmic
and deterministic complexity, such as feedback or non-linearity. However, aggre-
gate complexity is more concerned with how systems are created by the simple and
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local interactions of system components, and less with the measures or variables
that define systems. Aggregate complexity places particular emphasis on the role of
individual entities and the relationships among them in defining system structure
and behaviour within its larger environment. The role of adaptation, learning, and
change in both system components and the system as a whole is critically important
to research in aggregate complexity and is especially important to research related
to coupled human-environment systems.

Systems like an ecosystem or an economy are driven to a great extent by indi-
vidual components and their relationships. Within ecology, for example, biotic
entities such as plants and animals have relationships defined by exchanges of
matter, energy, and information with other entities in larger ecological systems.
Importantly, most entities in the system have multiple relationships and play multi-
ple roles. A tree, for example, cannot survive without relationships with entities and
systems ranging from bacteria to other trees to weather systems. Of course, some
relationships are more important than others to any given component. Especially
tight links between entities will join them into larger collective groups that act as
entities in and of themselves (Allen and Holling, 2002). For example, the odds of
a single tree thriving are very dependent on whether a sufficient number of other
trees exist to form a stand to protect individual trees from wind damage, while the
existence of many stands in close proximity is important to defining a larger forest
that in turn creates its own self-sustaining microclimate and habitat to which arbo-
real vegetation is better adapted than competing grassland species.

One particularly important kind of interaction is self-organisation, in which enti-
ties within a system change their relationships in a manner that enables the system
as a whole to adapt its structure and behaviour to better suit its environment (East-
erling and Kok, 2002). Sometimes these changes to internal relationships are slow
and gradual. At other times, outside forces or internal perturbations may encourage
the system to make sudden, large changes similar to the bifurcations of deterministic
complexity. Even small disturbances such as fires have the capacity to reorder enti-
ties and relationships throughout an ecosystem, causing it to move through cycles
of destruction and rejuvenation (Holling, 2001). Self-organisation can lead to self-
organised criticality, where the system hovers on the edge of collapse and, as a
result, can quickly shift resources and internal relationships to respond to internal
or external changes (Bak, 1996). The evolution of a forested landscape in the face
of both environmental and human perturbations, for example, can be understood
as a system governed in part by self-organised criticality in which there is a balance
between disturbances (human ones such as building roads and environmental ones
such as fires) and orderly succession of land use and cover (Bolliger et al., 2003;
Crawford, 2005).

Self-organisation is closely tied to the concept of emergence. Systems that are
treated as ‘complex’ by aggregate complexity can possess emergent qualities that do
not result from superposition (i.e., additive effects of system components), but
instead from synergistic interactions among components. In other words, the behav-
iour of a system can be greater than the sum of the behaviour of system’s constituent
parts. Individual cells within an organ such as the brain or liver, for example, band
together to allow it to act in ways not easily surmised from examining the charac-
teristics and behaviour of individual cells. Some authors go so far as to claim that
a system is only complex if it displays emergent properties that cannot be fully
explained by analysing its components in isolation (Holland, 1998). Emergence can
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be difficult to define beyond the general focus on synergy. This has led some
researchers to the more grounded concept of supervenience, which asserts that
changes in a system at one level are tied to changes at another level, and even small
changes in one level can lead to large changes in another (Sawyer, 2002). We
examine emergence below in greater detail.

Is Complexity New?

Complexity research is often promoted as a fundamentally ‘New Kind of Science’
(after Wolfram, 2002), but it has deep conceptual roots. Such research reflects long-
standing philosophical ideas, among them Aristotle’s metaphysical work on synergy
and Whitehead’s philosophy of organism, which contends that nature is not merely
a set of fixed laws or circumstances, but instead is a continually evolving process
(Whitehead, 1925). Complexity also shares features with cybernetics, the study of
how feedback in systems relates to communication and control in entities ranging
from organisms to machines to social institutions (Wiener, 1961). Complexity can
also be traced to specific computational and analytical approaches like neural net-
works, computer or mechanical programs that mimic biological brain functioning
(McCulloch and Pitts, 1943), and cellular automata, simple computer programs that
interact with one another (von Neumann, 1966). It also shares attributes with
general systems theory, which posits that many human and natural systems can be
understood by holistically treating them as stocks and flows of energy, matter, or
information (von Bertalanffy, 1968).

Complexity theory differs from earlier movements in general systems theory,
computer science, or philosophy in its treatment of relationships among entities
(Phelan, 1999). These earlier efforts typically concentrated on fixed entities and
stocks, such as animal populations linked by linear flows of energy or matter. Com-
plexity focuses more on how systems evolve or emerge from simple, local interac-
tions among individual system components. Systems theory, and much of current
systems dynamics modelling, focuses on parameterising flows and stocks of energy
or matter existing in equilibrium. Conversely, much complexity research contends
that systems often exist in disequilibrium or near the edge of chaos. Riverbanks, for
example, can be modelled as systems where bank erosion balances deposition of silt
and other matter. The balance between these two forces, however, is not always a
gradual to-and-fro, but instead a system that shuttles between them, which results
in periods of stability marked by sudden riverbank failures (Fonstad and Marcus,
2003). Similarly, complex systems as envisioned by aggregate complexity may have
emergent characteristics that cannot be explicitly specified in advance of running a
model as a series of entities and their interrelationships. While the notion of a system
being more than the sum of its parts has long been central to systems thinking,
complexity research is interested specifically in how systems evolve over time as a
function of relationships among the entities that comprise them.

Simplicity and Complexity

A perennial tension in using complexity concepts is reconciling the theory and ethos
of complex systems with the complicated nature of the real world. In particular, it
is difficult to computationally represent environmental phenomena like ecosystems
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or global climate with a few simple rules or equations as called for by many com-
plexity approaches. An important drawback of algorithmic complexity, for example,
is the conflation of data with knowledge or meaning; some systems simply may not
be amenable to representation with bits and bytes in an algorithm. Rates of change
in environmental systems can be represented using mathematically well-understood
non-linear differential equations, for example, but these are difficult to solve. As a
result, ‘modellers have had to find various ways to approximate them using methods
such as numerical iteration or finite difference calculation that provide analytically
tractable solutions’ (Mulligan and Wainwright, 2003; Demeritt and Wainwright,
2005, p. 215). A related problem with implementing concepts of deterministic
complexity is finding appropriate and measurable variables for use in mathemati-
cally tractable equations. Choosing and defining these variables is a difficult task
that can result in the omission of important factors. This said, while fewer systems
than hoped for are deterministically complex (Zimmer, 1999), strong examples from
systems ranging from river systems to earthquakes do exist in environmental
geography and cognate fields such as ecology, biogeography, and geomorphology
(Phillips, 2003).

Aggregate complexity also poses challenges to encoding real systems into data
and models because it posits that system characteristics emerge ‘bottom up’ from
interactions among entities at small scales. Translating these straightforward prin-
ciples into a model that can use empirical data or test existing theories is a difficult
task because both quantitative models and qualitative theories can quickly become
more complicated (but not more complex in the sense meant in complexity research)
in order to describe real systems (Torrens and O’Sullivan, 2001). For example, a
host of different complexity-based methods are used to examine land change,
including neural networks, cellular automata, and agent-based modelling. As these
approaches have become more common and more sophisticated, however, modellers
are increasingly tempted to capture a large number of features in human-
environment systems. In doing so, they run the risk of moving away from a basic
tenet of complexity science, namely that seemingly complex systems or dynamics
can be generated by a small set of rules, such as transition rules for cellular automata
or simple decision-making strategies of agents (Parker et al., 2003).

Complexity researchers often risk focusing on patterns that they believe signal
the presence of complex processes instead of the complex processes as such. Algo-
rithmic, deterministic, and aggregate complexity all search for hallmark patterns of
complexity such as information-theory measures or fractals. This is because these
patterns can indicate the existence of processes including deterministic chaos, emer-
gence, and self-organised criticality (Goodchild and Mark, 1987; Bak, 1996; Barabdsi
and Bonabeau, 2003). Patterns associated with complexity do not necessarily indi-
cate the existence of complex processes, however, because many processes may
create a single pattern and a single process may create many patterns. This is the
case for deforestation in many parts of the world, for example, where a single
pattern such as runaway tree felling can be driven by a broad range of social and
economic processes, and a single process, such as infrastructure development, can
result in a range of different deforestation patterns (Geist and Lambin, 2002). It is
also possible to create complex patterns using complex processes that have no cor-
respondence to real-world processes. A growing body of work questions the validity
of using generic complex processes such as self-organised criticality to model systems
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ranging from species composition to biogeographical regions to social systems
(Malanson, 1999; Plotnick and Sepkoski, 2001; Stewart, 2001).

Equilibrium and Change

Science in general has had great success in analysing systems such as economies or
ecologies by assuming they are in equilibrium. Complexity moves away from the
common definition of equilibrium, in which opposing forces are in balance, and
towards more dynamic forms of system stability and resilience. On a surficial level,
sensitivity and non-linearity in a system appear antithetical to equilibrium because
small perturbations in one part of a system can lead to large shifts in system behav-
iour elsewhere. However, sensitivity and non-linearity are typically found only at
particular thresholds, with the result that sudden shifts in system behaviour or
structure are fairly limited and occur as shifts among multiple varying attractors. A
host of physical phenomena, ranging from vegetation-soil dynamics to stream
systems, demonstrate the ability of sensitive systems to reach two or three stable
states (Sivakumar, 2000; Phillips, 2006). The question becomes whether to focus
on the large shifts among attractors due to sensitivity or on the fact that the system
is insensitive in the sense that it ends up being defined by attractors regardless of
initial values. These subtle, yet important, differences in the meaning of sensitivity
are evident in two related definitions: sensitivity to initial conditions (emphasising
the effect of small changes) and independence of initial conditions (emphasising
attractors) (Phillips, 2003).

The interplay among sensitivity, non-linearity, and equilibrium forces researchers
and policymakers to question the extent to which models can help project the
future of human or natural systems, especially if a small change in one location
results in large changes elsewhere (Ortegon-Monroy, 2003). At the same time, we
can understand the general characteristics of a system even when its precise state
may be beyond prediction. These general characteristics are gleaned through simple
rules under aggregate complexity, equations with deterministic complexity, and
measures under algorithmic complexity (Byrne, 2005). A complex system can also
be path-dependent; that is, its present state can be contingent on past states. In
the extreme, a complex system such as an ecosystem can lock into a fixed state
due to positive or negative feedback (Hendry and McGlade, 1995). Wildfires can
be path-dependent, for example, because the ability of a fire to spread is largely
a function of its size; large fires have greater capacity than small ones to expand
until they run out of fuel or encounter adverse weather conditions (Moritz et al.,
2005).

Two characteristics of complex systems help offset the destabilising effects of
sensitivity and non-linearity. The first is resilience, which is the ability of the system
to change without drastically affecting the relationships among its components. The
second is transformability, or the capacity of a system to move to new configura-
tions (Walker et al., 2004). The combination of resilience and transformability can
give a complex system a form of stability and equilibrium in the larger sense that
its internal components remain intact even if some of their relationships shift. Deter-
ministic complexity focuses on the manner in which attractors and sensitivity
capture this dynamic, while aggregate complexity places greater emphasis on how
systems hover between randomness and stasis through self-organisation and self-
organised criticality.
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Scales of Space, Time and Organisation

Complexity research also complicates accepted notions of geographical scale. Spatial
scale is most commonly treated as a nested hierarchy in which areal extents act as
containers for those at a smaller scale level and are themselves encompassed by a
single container at a larger scale level (Haggett, 1965). A single watershed may
contain multiple reaches and may itself be contained by a larger watershed hemmed
in by continental divides and oceans. Nested hierarchies assume that all the com-
ponents at one level, such as river reaches, fit completely within a single component
at a larger scale, here, a watershed. In this spatial hierarchy, the effects of an event
at the local level work their way up to larger levels, but their impact is vanishingly
small, as when a single drop of water works its way from a single subwatershed
through its encompassing regional and continental watersheds.

Scale becomes less straightforward in the face of deterministic complexity. Sen-
sitivity and non-linearity ensure that local actions can have disproportionate effects
at larger scales. Instead of being dampened out, small changes may become ampli-
fied through the non-linear interactions among components across scales. This can
occur in purely physical systems, as when we see the butterfly effect noted above in
climate systems, or in human-environment systems, as when environmentalists use
iconic imagery, such as polar bears facing extinction, to skip over regional and
national political arenas to discuss climate change on the world stage (Slocum,
2004).

Emergence and supervenience result in dynamic system structures. Some ecolo-
gists argue that scale levels in an environmental system should not be seen as fixed,
but instead, should be defined by interactions and relationships among entities
(O’Neill, 1988). Complexity adds the notion of emergence to the mix by positing
that scale levels are emergent phenomena that arise from interactions among entities
as when institutions and organisations emerge from the interactions among indi-
viduals (Ostrom, 2005). For example, ecological landscapes are usefully treated as
complex systems composed of interactions among human and natural actors that
generate multiple scales of analysis (Easterling and Kok, 2002; Bousquet and Le
Page, 2004).

Complexity research also contributes the concept of scale invariance, defined as
a single process or pattern that is identical across spatial or temporal scales. Fractals,
for example, are scale invariant because their appearance does not vary with the
scale at which they are observed. As noted above, invariant patterns such as fractals
may indicate that processes giving rise to their existence may also be similar across
scales (White and Engelen, 1993; Marquet, 2000). These processes in turn are often
of interest to complexity scientists, such as self-organisation, self-organised critical-
ity and emergence (Prigogine and Allen, 1982; Bak, 1996; Lee, 2004; Crawford,
2005).

Given the emphasis on how systems emerge or grow from the bottom up, there
is less research on how systems evolve when the components are conscious of their
own part in the wider system. Research on how social norms emerge from interac-
tions among people, for instance, is often emphasised at the expense of understand-
ing how these emergent norms affect the people themselves in turn (Ostrom, 2005).
Some definitions of emergence, particularly in the natural sciences, posit that
constituent elements are unaware of the role they play in creating emergence in a
system (Forrest, 1990). This approach to emergence may not adequately reflect the
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importance of human decision making to coupled human-environment systems
given the role of reflexivity in decision making. As noted by Nigel Gilbert (1995),
‘people are routinely capable of detecting, reasoning about and acting on the
macro-level properties (the emergent features) of the societies of which they form
part’ (p. 71).

Complexity and Geographical Divides

The conceptual breadth and multidisciplinarity of complexity research offer the
potential for greater integration and reconciliation among human geography, physi-
cal geography and geographic information science (O’Sullivan, 2004).

Researchers in the humanities and social sciences using interpretivist approaches
have long used complexity concepts such as chaos and catastrophe (Hayles 1991).
This view of complexity often relies on social constructionism, which contends that
our understanding of reality is molded through societal features such as language
and power, focusing on ‘understanding the plurality of constructions, how various
assertions are made, how these are related to various interests of stakeholder groups
and how outcomes are affected by power relations’ (Jones, 2002, p. 248). Post-
modern, post-structural and other interpretivist perspectives explore systems through
the rubric of knowledge, language and power. Features such as sensitivity and non-
linearity are powerful as metaphors because they capture the importance of nuance,
context and contingency, all bywords of an interpretivist and post-modern under-
standing of the world (Portugali, 2006). The importance of interactions among
entities, particularly to aggregate complexity, also maps well onto various flavors
of research that examines networks defined by relationships among individuals
and communities that form and contest the larger social, cultural and human-
environmental systems of which they are part (Cilliers, 1998; Thrift, 1999; Urry,
2003; Byrne, 2005; Nowotny, 2005; Braun, this volume).

Complexity is also a wellspring for quantitative research. This is especially true
for computer simulations that act as virtual laboratories for exploring ‘would-be’
worlds as they unfold (Casti, 1997). Geographers use simulation and modelling for
research, policy and education. Computer simulations allow examination of how
systems appear and of their many possible futures or pasts. They additionally allow
researchers to determine what we do and do not know about the system in question.
Growth in complexity science relies to a great extent on advances in approaches
such as computational intelligence, neural networks, cellular modelling and agent-
based modelling. These methods or their antecedents have been available for decades,
but their use has exploded with complexity research as such and the better avail-
ability of computer processing power and tools (Manson and O’Sullivan, 2006).

Complexity offers a way to bridge divides — including quantitative/qualitative or
among subdisciplines like human and physical geography — because it accommo-
dates a range of ontological perspectives and highlights that understanding complex
systems requires triangulation among approaches and viewpoints. O’Sullivan (2004)
argues that complexity points to the potential for greater engagement between
groups ordinarily having little engagement, such as post-structuralist human geo-
graphers and modelers, because both approaches allow for competing explanations
of many systems. More generally, this work courts the notion of complexity as
seeing the world through a lens of ‘imaginable surprise’ that treats seemingly unex-
pected system outcomes as explainable when taking into account characteristics of
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complexity such as emergence, non-linearity, sensitivity and self-organisation
(Schneider et al., 1998). In examining the potential for sudden tipping points or
shifts in the global climate system, for example, researchers increasingly recognise
the potential for sensitivity and non-linearity while also inviting greater involvement
from various publics to answer questions that are beyond science, such as the poli-
tical, cultural and ethical ramifications of climate change (Rind, 1999; Schneider,

2004).

Conclusion

Complexity and environmental geography have much to offer each other. Algorith-
mic, deterministic and aggregate complexity offer a range of methods and concepts
to the study of environmental and human-environment systems. Environmental
geography, in turn, offers a host of real-world systems and theories with which to
test and expand complexity science. We can identify several areas of future research
that link these two fields. The contest between simplicity and complexity may be
perennial, but studies within environmental geography highlight the need to join
generalised hallmarks of complexity to field-based observations. Experiments in
hydrology, geomorphology and land-cover change, for example, are leading the way
in establishing real-world examples of complexity science that go beyond use of
complexity as a metaphor or analog (Sivakumar, 2000; Crawford, 2005; Phillips,
2006). The same holds true for competing views on equilibrium and change in that
we can tie general complexity concepts to specific geographical examples, such as
the tug of war between ecological zones along ecotones (Malanson et al., 2006).
We can also triangulate among a range of quantitative and qualitative methods as
mixed method research becomes more popular (Phillips, 2004; Moss and Edmonds,
2005). The field also offers a long history of research on scale as such and a deep
understanding of, and expertise in, many systems that span spatial and temporal
scales (Sheppard and McMaster, 2004). Thus, this is an exciting time for research
at the interface of complexity science and environmental geography.
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Chapter 6

Uncertainty and Risk

James D. Brown and Sarab L. Damery

Introduction

Uncertainties and risks pervade all aspects of scientific research and decision making.
They are apparent both in the processes through which knowledge is gained and in
its outcomes. Uncertainty refers to a lack of confidence about our knowledge
(Brown, 2004). Risk involves deciding with a lack of confidence, where the precise
outcome is unknown, but one or more possible outcomes may cause harm. While
these concepts are not new, they have received increasing attention from scientists,
policy-makers, and social theorists, and are linked to claims about paradigm shifts
within science and in its relationship with society (Gibbons, 1999). While traditional
modes of enquiry emphasised the primacy of scientific knowledge and its ability to
resolve, and ultimately control, the ‘true’ state of the world, scientific determinism
has since been criticised for its inability to tackle the worst problems facing our
modern societies (Beck, 1992; Jasanoff, 1996). Problems such as climate change,
environmental degradation, and ‘natural disasters’ are characterised by paralysing
uncertainties (Handmer et al., 2001), multiple vested interests (Winstanley et al.,
1998), and extensive inequality (Parry et al. 2007).

Numerous typologies and techniques have been developed to conceptualise,
assess, control, and communicate uncertainty. These include probability theory
(Bernardo and Smith, 2000), possibility theory (Zadeh, 1978) and game theory (von
Neumann and Morgenstern, 1944). Such treatments have varied substantially, both
within and between disciplines, and between the social and physical sciences. For
example, many social science researchers emphasise the social and psychological
origins of uncertainty and risk (e.g., Adams, 1995). Conversely, many physical sci-
entists have ignored these aspects or attempted to control them artificially through
model inputs and outputs (Shackley and Wynne, 1995). Indeed, an important argu-
ment of this chapter is that current treatments of uncertainty, far from increasing
transparency and accountability in geographical research, often provide little more
than a probabilistic facade on traditional, deterministic practices.

In environmental decision making, uncertainties may be sufficiently large to
generate persistent conflicts and indecision. Uncertainties in decision outcomes are
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typically formulated as risks, where the consequences of a given outcome are evalu-
ated alongside their probability of occurring. This may involve a prescriptive model
of the decision process, such as Cost Benefit Analysis (Nas, 1996) or Multi-criteria
Decision Analysis (Herath and Prato, 2006), in which risks are evaluated, and pos-
sibly aggregated, systematically. Risk assessments typically ignore wider processes
of decision making, where problem definition and choice of decision framework are
crucial. Consequently, they are often criticised for their cursory treatment of people
as producers of uncertainty and risk. Particularly when risk assessments are under-
taken for policy and decision-making purposes (often the case in society-nature
issues), risk is now recognised as having multiple sources, multiple means of con-
ceptualisation, and multiple influences on decision making.

This chapter provides an overview of the origins, nature and implications of
uncertainty and risk for environmental research and decision making. First, it estab-
lishes a theoretical framework and consistent terminology for discussing uncertainty
and risk (second section). The third section focuses on causes of uncertainty and
risk in geographical enquiry, which are separated into psychological, social, and
situational factors. Approaches for assessing and communicating uncertainty
and risk are considered in the fourth section. Here, quantitative approaches to
assessing and controlling uncertainty are compared with more recent, deliberative
understandings (see Chilvers, this volume).

Alongside strategies for assessing uncertainty and risk, there are several pre-
scriptive strategies for managing them. These include the Precautionary Principle
(Harremoés et al., 2002), Life Cycle Analysis (Ciambrone, 1997), adaptive environ-
mental management (Holling, 1978), and ecological modernisation (Young, 2000).
This chapter focuses on the conceptual aspects of uncertainty and risk. (Further
details on these applied aspects can be found in Chapters 26 and 28 of this
volume.)

The Nature of Uncertainty and Risk

Discussions about uncertainty and risk are complicated by the varying ways in
which these concepts are defined and applied, both within and between disciplines.
Numerous taxonomies of imperfect knowledge have been proposed in recent years.
These include taxonomies for general types or levels of imperfect knowledge, such
as error, indeterminacy, uncertainty, and ignorance (Suter et al., 1987; Smithson,
1989), schemes that focus on particular sources of imperfect knowledge (Watzold,
2000; Regan et al., 2002), and schemes that employ some combination of the two
(Walker et al., 2003). As the major sources of uncertainty vary between cases, it is
common for detailed studies to employ different terminologies.

Here, uncertainty is regarded as a lack of confidence about our knowledge. Our
confidence may vary from being certain that something is correct, incorrect (i.e., in
error) or irrelevant, to accepting that we have no useful knowledge for some practi-
cal application, such as decision making. Uncertainty occurs at varying levels in
between. It may be viewed as temporary, where some aspects of the environment
cannot be resolved in practice (e.g., direct observations of groundwater flow), or a
permanent condition, where some aspects cannot be resolved in principle (e.g., the
evolutionary state of humans 10° years into the future). The latter is known as
indeterminacy. No distinction is made here between ‘scientific uncertainty’ and the
numerous ‘other’ uncertainties that affect environmental decision making, such as



UNCERTAINTY AND RISK 83

political, social, and economic uncertainties. Such a distinction wrongly implies that
the outcomes of science are independent of the processes that generated them, which
are necessarily subject to social, political, and economic uncertainties.

In common usage, risk focuses on the potential negative impacts of being exposed
to harm and is therefore synonymous with loss. It extends the concept of uncertainty
to decision making, where the potential for loss is known (e.g., in terms of time,
money, property, environmental quality or human life) but the precise nature of the
loss, whether it will occur, or even how probable it is, are unclear. In this context,
various technical definitions of risk have been proposed in the social and physical
sciences, including the treatment of risk as the probability of an undesirable event
or the probability of an accident multiplied by the expected loss (Bernstein, 1998).
However, risk is often embraced in the pursuit of some gain, and others associate
risk with opportunity and the entrepreneurial balancing of uncertain costs and
benefits (Baker and Simon, 2002). While the latter implies choice, the extent to
which risks are chosen, and the ways in which they are managed, will depend on a
range of individual, social and situational factors (Section 4). Similarly, while risk
implies uncertainty about the costs and benefits of a decision, this uncertainty may
be unevenly distributed among those involved in, and affected by, a decision. Indeed,
multiple perspectives can originate from disagreement about what a decision should
achieve, including what represents a good or bad outcome (e.g., more housing versus
more greenbelt land), as much as any uncertainty about the precise consequences
of an action.

As an expression of confidence, uncertainty will vary between individuals and
groups of scientists and is, therefore, subjective (Brown, 2004). Similarly, percep-
tions of risk vary with personality and culture. This will in turn influence decision
making: ‘risk perceived is risk acted upon’ (Adams, 19935). Uncertainty and risk will
depend on our level of awareness or recognition of a ‘problem’, its perceived impor-
tance, and our apparent ability to resolve it. All of these factors are psychologically
and socially motivated (Section 3). While uncertainty and risk imply that we are
aware of a problem or potential loss, our precise level of awareness may vary, and
it is the interaction of awareness and confidence that leads to the various expressions
of imperfect knowledge considered here.

Any decision that involves uncertain costs and benefits, i.e., risk, entails the pos-
sibility of surprise. An important result of considering awareness and confidence
jointly is that our capacity to be surprised is endemic, since it may originate from
a lack of awareness, misplaced confidence, or some combination of the two. For
example, most ‘natural disasters’ can be attributed to a lack of awareness about
where and when an event will occur and misplaced confidence about existing levels
of protection. Related to this is the act of ignoring, where some information is dis-
missed for reasons of efficiency, simplicity, or self-interest. For example, a modelling
problem may be simplified by using a limited space-time domain, a finite resolution
or a reduced process description. However, in non-linear systems, the impacts of
these assumptions can only be predicted in general terms (and often not at all), such
that the accumulation of uncertainties may ultimately lead to surprise.

A basic result of uncertainty, both in scientific research and environmental deci-
sion making, is the presence of multiple possible outcomes or explanations (referred
to as non-uniqueness). For example, a single causal pathway can lead to different
outcomes in different geographical contexts (Von Engelhardt and Zimmerman,
1988). Similarly, multiple causal pathways can lead to the same outcome in any
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given context, for which the term ‘equifinality’ has been used (e.g., Beven, 2002).
Here, the distinction between possible outcomes and probabilities of particular
outcomes is useful, as it points to different types and levels of uncertainty, which
should be addressed with different methods (Brown, 2004). For example, uncertain-
ties associated with climate scenarios are of a different type and magnitude to those
associated with numerical parameters in a climate model, and are addressed with
correspondingly different methods (Houghten et al., 2001). Indeed, for some types
of outcomes, commonly assessed in the physical sciences, the distinction between
possibilities and probabilities is largely a question of methodology. Here, formal
methods are available at varying levels of detail to describe possible outcomes (sce-
nario analysis, possibility theory) and probabilities of outcomes based on precise
definitions of ‘events’ (subjective and frequency-based probability methods).
Common to these formalisms is an assumption that only one outcome exists in
principle. In contrast, other types of outcomes, commonly addressed in the social
sciences, are non-unique in principle, such that discussions of probability are irrel-
evant (e.g., perceptions on the fair distribution of wealth). This can lead to tensions
between social and physical scientists on issues of uncertainty.

Causes of Uncertainty and Risk

Uncertainties and risks may be psychological, social or situational in origin. Psycho-
logical factors include the propensity for risk aversion and fear of the unknown.
Social factors include language, and the development of scientific networks, which
are built on trust and consensus. Situational factors concern the types of problem
addressed, including their transparency, scale, variability, and complexity. Clearly,
these factors are closely related in practice; for example, trust (a social factor) is built
on personality (an individual factor) and depends on the complexity of the problem
in question (a situational factor). Establishing the relationships among these sources
of uncertainty is a key research challenge, as the accumulated uncertainties in deci-
sion making will be sensitive to these relationships. For example, the overall uncer-
tainty in a flood inundation model will depend on the type (e.g., linearity versus
non-linearity) and degree of association between physical parameters in adjacent
locations. Similarly, the levels of uncertainty associated with a flood warning will
depend on the modes of message construction and dissemination (e.g., expert-driven
versus community-driven) between planning authorities, the emergency services, and
the general public, who develop, issue and respond to those warnings (Handmer,
2001). It follows that the sources of uncertainty are manifest both in the outcomes
of research and decision making, i.e., ‘what we know’, and in the processes through
which those outcomes are produced, i.e., how we came to know’.

Research in the cognitive sciences has shown that an individual’s perceptions of
uncertainty and risk are determined partly by the structure of the human brain and
partly by their experiences and personality. Knowledge is embodied in cognitive
structures that are commonly referred to as ‘mental models’ (Morgan et al., 2001).
These models are implicit, intuitive, and frequently wrong. In particular, they are
sensitive to ‘framing effects’, which originate from the presentation of a single
problem in different ways (e.g., glass half full versus half empty). Other biases
include the positive weighting of events that are easily remembered (‘availability
heuristic’); the tendency to rate two events more probable than a single event
(‘conjunction fallacy’); the selective processing of information that confirms an
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expected result (‘confirmation bias’); and the tendency to over- or underestimate
some uncertainties (over-/under-confidence: see Kahneman et al., 1982 for an
overview).

Much research in the 1970s and 1980s focused on the psychological aspects of
uncertainty and risk. This research aimed to: (i) improve methods of eliciting opin-
ions about uncertainty and risk; (ii) provide a basis for understanding and anticipat-
ing public responses to various hazards; and (iii) improve the communication of
risk information between lay people, technical experts and policymakers (Slovic
et al., 1981). The so-called ‘psychometric’ approach, built on advances in cognitive
and social psychology, became popular in the 1970s (Slovic et al., 1974). Data were
typically gathered by questionnaire, and statistical relationships were developed
between various aspects of personality and risk perception. Perhaps the best-known
outcome of this work is the scatter diagram created by Paul Slovic and colleagues
whereby lay attitudes towards a variety of hazards are plotted on two axes, labelled
‘unknown’ risk, and ‘dread’ risk. The resulting scatter often indicates a preference
for stricter controls of less familiar, more frightening risks. Public perceptions were
thus conceived as exaggerating the unknown when accident statistics reveal that
many familiar risks are incrementally more costly (Adams, 1995).

The psychometric approach clarified some important psychological controls on
risk perception, such as voluntariness, familiarity, the nature of the hazard, and the
types of people exposed to or benefiting from risk (e.g., children versus adults).
However, it was also premised on an assumption that ‘gaps’ between expert and
public understandings of uncertainty and risk are caused by erroneous public per-
ceptions of ‘true’ risks. More recent social and political analyses have questioned
this long-standing dichotomy, suggesting instead that all perceptions of risk, whether
expert or lay, represent partial and selective views of events (Wynne, 1996).

Attitudes towards uncertainty and risk are socially as well as psychologically
constructed. Language is crucial in translating general concepts, such as ‘eutrophica-
tion’ (nutrient enrichment of water bodies) into particular entities, such as ‘algal
blooms’, and then into measurable quantities, such as ‘chlorophyll-a’ (Richards
et al., 1997). Theories may perform badly against observations if this translation is
ambiguous or if the theories or observations are inadequate or if the criteria used
to compare them (the ‘demarcation criteria’) are inadequate (Brown, 2004). Trust
in the sources of information and the processes through which knowledge is gained
also affect confidence in research outcomes. In terms of the former, MacKenzie
(1990) describes a ’certainty trough’ whereby those nearest to and most alienated
from scientific research will harbour the greatest uncertainties about its outcomes.
MacKenzie argues that scientific output will appear most certain at an ‘intermediate
distance’, where it is sufficiently close to be valued by its users but sufficiently remote
to avoid detailed criticism of its methods. Building on this concept, Shackley and
Wynne (1995) suggest that climate impacts modellers are frequently overconfident
in integrated assessment models because they are unfamiliar with some of the dis-
ciplinary assumptions made. This may be reinforced by the use of naive coupling
procedures, whereby disciplinary models are connected through their numerical
inputs and outputs (cf. climate-forcing scenarios) without considering the possibility
of structural feedbacks, such as human responses to climate change (Shackley and
Wynne, 1995).

Several authors have sought to emphasise the cultural aspects of uncertainty and
risk. ‘Cultural Theory’ was developed by Mary Douglas and colleagues in the 1970s
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and 1980s. This came from dissatisfaction with psychometric approaches and their
failure to account for cultural influences on risk perception: ... psychometricians
[have] isolated the cultural factors and treated them as another variable in an
experimentally derived technical framework . .. [rather than] explore the cultural
underpinnings of risk perception’ (Plough and Krimsky, 1987, p. 8). Crucially,
Douglas (1986) argued that the psychometric approach simply studied what people
perceive as risky rather than why they hold such views, and emphasised that risks
are actually built on a network of social and institutional relations defining accept-
able behaviour. Risk perceptions were argued to vary systematically according
to four cultural ‘biases’: individualist, fatalist, hierarchist, and egalitarian. Each of
these was seen as defending a particular way of life and a corresponding set of
institutional arrangements (Pidgeon and Beattie, 1997). However, Cultural Theory
omits the ambiguity of interpretation that is central to the social construction of
risk. It also ignores the possibility that an individual could have more than one
cultural bias in any given context (Horlick-Jones, 1998). Several other risk frame-
works have emerged since the 1980s. One such framework was the Social Amplifi-
cation of Risk Framework (SARF) attributed to Kasperson et al. (1988). SARF was
based on communications theory, in which the media was seen as an important
source of risk information, along with the symbols and imagery with which events
and hazards were portrayed to the public (Petts et al., 2001).

In human geography, technical, economic, and psychological approaches to
studying risk have increasingly given way to cultural and sociological approaches
(Adams, 1995; Lash et al., 1996). These approaches have been influenced heavily
by Ulrich Beck’s claim that we now live in a ‘risk society’ (Beck, 1992; 1995). This
has a number of implications. First, contemporary risks, such as avian flu, geneti-
cally modified (GM) crops, and climate change are larger, more complex, and more
uncertain than those experienced in the past. Second, scientific knowledge is ‘both
the medium through which risks are defined and the source of their solution’
(p. 155). According to Beck, science is the primary cause of many environmental
problems, such that ‘science becomes more and more necessary, but at the same
time less and less sufficient for the socially binding definition of truth’ (p. 156).
Finally, it becomes increasingly difficult to identify and solve problems: ‘The bound-
aries of the problem are diffuse, so it can hardly be separated from other problems
[...] Conflicting values and facts are interwoven, and many actors become involved
in the policy process’ (Hisschemoller and Hoppe, 1996, p. 43).

Of course, Beck’s ideas have been criticised. Goldblatt (1996) considers Beck’s
writings to be ‘. . . not so much rigorous analytical accounts of modernity as surveys
of the institutional bases of the fears and paradoxes of modern societies — societies
that no longer correspond to the classical sociological descriptions or possess cul-
tural resources that allow them to live comfortably with the world” (p. 154). In this
way, Beck’s theory can be seen as narrowly focused on the hazards generated by
industrial society. A key example cited is the risk of environmental disaster caused
by nuclear reactor accidents like Chernobyl.

Alongside the psychological and social aspects of uncertainty and risk, the focus
of research will have an important influence on uncertainty and risk. ‘Situational
factors’ include the definition of a problem, its complexity, scale, spatial and tem-
poral variability, and transparency to investigation (Brown, 2004). Traditionally,
these factors are treated as methodological issues, controlled by computing power,
model resolution, field methodology, or sample size, rather than inherent properties
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of environmental systems. In practice, however, deeper investigation often reveals
greater complexity and non-linearity in social and environmental systems than
expected. This is particularly apparent when addressing large, interdisciplinary,
problems, such as climate change, where the range of responses, and capacity of
the system to adapt (e.g., through structural changes in the land-surface and ocean
currents), will continue to generate large uncertainties.

The concepts of ‘complexity’, ‘scale’ and ‘variability’ are referred to as situational
because they allude to external structures, like the environment or society. However,
their meaning is derived through our representations of these structures. Thus,
people may be uncertain about the environment because it appears more complex
than our abstraction and simplifications imply, because it is too variable for us to
capture, too large to observe everything at once or too small to observe in sufficient
detail (Brown, 2004). This is evidenced by the close relationship between environ-
mental scales and scales of measurement, modelling and presentation (Van Asselt
and Rotmans, 1996). There are also close connections between environmental vari-
ability and the variance (un)explained by statistical modelling, as variable processes
are more difficult to model than stationary ones (Wainwright and Mulligan, 2004).
These factors have been widely examined in geographical research. For example,
place (time, space and location) is recognised as an important control on the opera-
tion and observed outcomes of geographical processes (Richards et al., 1997).

Assessing and Managing Uncertainty and Risk

In many respects, the literatures on assessing and managing uncertainty have fol-
lowed a similar trajectory to those on risk. Both are dominated by attempts to
quantify, minimise, and control uncertainty. In recent years, there has been a pro-
liferation of studies in which theories of uncertainty have been devised and applied
to geographical problems. Most of these studies have focused on the quantification
of uncertainties in geographic data (Cressie, 1993) and the propagation of uncer-
tainties through geographic models (Heuvelink, 1998). In terms of the latter, prob-
ability distributions may be developed for the uncertain inputs and parameters of
a model, sampled randomly to create different input and parameter combinations
and then propagated through the model by repeat simulation (Hammersley and
Handscomb, 1979). The propagated uncertainties can then feed directly into quan-
titative studies of risk, where probabilities of outcomes are combined with their
expected costs and benefits (Ayyub, 2001). Nevertheless, a distinct spectrum of
methods, not all statistical, has emerged for characterising uncertainty. For example,
the Numeral, Unit, Spread, Assessment and Pedigree (NUSAP) scheme of Funtowicz
and Ravetz (1990) employs a combination of numerical scoring and qualitative
assessment to address a range of uncertainties in scientific information.

An uncertainty analysis is typically limited to a few sources of uncertainty, which
may be selected by expert judgement or sensitivity testing (Saltelli et al., 2004). In
practice, the uncertainties associated with model inputs and parameters have received
much greater attention than those associated with model structure (Refsgaard et al.,
2006). The latter refers to uncertainty about social and environmental processes
(e.g., what are the dominant process controls?) and how they are manifest in obser-
vations (e.g., is a linear regression appropriate?). Typically, structural uncertainty
will lead to several methods providing reasonable accounts of the observed data or
plausible explanations of system behaviour. For example, in a study of groundwater
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vulnerability to nitrate pollution, Refsgaard et al. (2006) report how six groups of
engineering consultants developed six different accounts of groundwater vulnerabil-
ity. Each consultant worked from a common database, with major differences
related to choice of method and to the assumptions made in assessing vulnerability.
Similarly, in a review of multi-criteria decision models, Mysiak (2006) found that
model selection was often based on prejudiced views about the strengths and weak-
nesses of the candidate methods, rather than a careful analysis of the decision
problem. Unsurprisingly, most scientific studies show a strong partiality for which-
ever method conforms best to the worldview of the policy advisor. Indeed, when
consensus is lacking, other factors often influence the selection of methodology, such
as institutional arrangements (Fisher et al., 2002) or historical precedent (Shackley
and Wynne, 1995).

Despite the success of mathematical approaches, there are still many situations
in which a technical assessment of uncertainty cannot establish the reliability of
data and models, or may itself lack credibility. For example, probabilities of extreme
events may be highly unreliable, as extreme events are rare by definition. Also, their
probabilities will vary with the trajectory of the system (e.g., with climate change),
and their process controls may be qualitatively different from those operating during
smaller events (e.g., Powell et al., 2003). In order to evaluate these probabilities,
observations must be pooled into groups of similarly behaving or ‘stationary’
samples, yet the concept of stationarity may be difficult to justify for extreme occur-
rences. In principle, therefore, the types and levels of uncertainty should be reflected
in the methodologies chosen to assess and propagate them. In practice, however,
this link between types and levels of uncertainty and methods of assessment is fre-
quently missed (Brown, 2004), leading to spurious notions of precision, unreliable
uncertainties, or the omission of key sources of uncertainty, such as those associated
with social and political processes.

Early approaches to assessing risk also focused on quantifying, minimising, and
controlling uncertainty. They typically distinguish between expert and lay under-
standings or ‘real’ versus ‘perceived’ risk (e.g., Irwin and Wynne, 1996a,b; Wynne,
1992a,b), with most research devoted to expert understandings of ‘real’ risk (Owens
et al., 2004). These views can be seen in successive reports on risk published in the
1980s and early 1990s. For example, the Royal Society (1983) clearly distinguishes
between objective risks, identified by science, and subjective perceptions of those
risks, which are considered poor approximations of the former. A later report
(Royal Society, 1985) lamented the public ‘misunderstanding’ of risk and called for
wider education on its scientific basis, while Royal Society (1992) proposed a series
of remedial approaches to better inform ignorant publics of the ‘real’ risks they
faced (Owens, 2000).

These ideas, often referred to as the information deficit model (IDM), are based
on a number of contentious assumptions about the primacy of scientific knowledge.
First, they view the environment as a physical phenomenon, separate from society,
and measurable through objective, scientific, procedures. Many commentators
(e.g., Wynne, 1996) have argued that this distinction is artificial because scientific
practices are necessarily complicated by social and political processes.

Secondly, technical approaches assume that risk can be measured objectively. The
modern image of science and technology has been that ‘. . .given enough information
and powerful enough computers, it could predict with certainty in a quantitative
form, which would make it possible to control natural systems’ (Tognetti, 1999,
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p. 690). However, others (e.g., Wynne, 1992a,b) suggest that the full implications
of uncertainty remain under explored in environmental management, where many
problems are essentially indeterminate. This is particularly evident in policy-related
research where non-uniqueness originates from a combination of uncertainty and
multiple perspectives on what policy should achieve. In such cases, decisions may
depend largely on the values of the experts involved (Rowe et al., 2005). Further-
more, contemporary environmental risks may be ‘trans-scientific’ (Weinberg, 1972)
in that the scientific inputs to ‘hard’ policy decisions are irredeemably ‘soft’, uncer-
tain, contested, and extremely complex (Funtowicz and Ravetz, 1993).

Another assumption behind the IDM is that science and scientific experts are
inherently trusted by the public, and that a wider exposure to scientific thinking
will encourage its acceptance (Szerszynski et al., 1996). Here, a lack of public dissent
to scientific information is equated with public acceptance. However, this ‘accep-
tance’ may be explained by a failure of science to address public concerns and to
the social conditions of its consumption and negotiation, including feelings of res-
ignation and a lack of power to effect change (Irwin, 1995). In practice, public
attitudes may be intimately connected with attitudes to institutions and political
control. Eden (1998) notes that lay people are not passive in the face of scientific
knowledge, but actively construct their own knowledge (and their own ignorance).
Therefore, the very notions of ‘expert’ and ‘public’ are flexible and contingent,
contrary to their representation in general frameworks of risk understanding and
perception.

More recent research has recast the notion of public understandings of risk in
several important ways. The first concerns lay assessments of risk, which are tradi-
tionally viewed as ignorant and irrational. Commentators such as Wynne (1996)
have argued that public risk assessments, far from being ignorant, have their own
rationality, which may differ from the ‘expert’, but is not always inferior. As such,
the public can play an important role in generating new understandings of risk
(e.g., O’Connor, 1999). Indeed, in certain cases (such as through the expression of
smaller scale, locally embedded contextual knowledges), public understandings of
risk can be at least as robust and well informed as expert understandings, despite
differences in status and power between the two groups. Of course, citizen knowl-
edge is not necessarily better than expert knowledge. Rather, in accepting the pos-
sibility of a rational public, it follows that no unique understanding of risk is
available in any given context, not least because tolerance to risk varies between
individuals and groups of people (Irwin and Wynne, 1996a,b; Lash et al., 1996).

There is evidence that diverse understandings of uncertainty and risk are being
increasingly accepted by policymakers. Indeed, in a recent report on environmental
standards, the Royal Commission on Environmental Pollution (RCEP) asserted that
‘better ways need to be developed for articulating people’s values and taking them
into account from the earliest stage in what have been hitherto relatively techno-
cratic procedures’ (RCEP, 1998, para. 8.37). Taking account of alternative and
complementary knowledges in policy and decision-making processes has been
termed the ‘deliberative’ model by social scientists. This model stresses the interac-
tion between scientists and the public (Burgess, 2005). It is argued that such interac-
tions will support publicly defensible decisions in the face of seemingly irreducible
uncertainties and risks. Lay understandings are argued to usefully complement more
traditional scientific input into the policy process, especially at the local scale. In
this way, the traditional ‘top-down’ hierarchy of knowledge can be recast in favour
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of a balanced diversity of knowledges, without simply perpetuating the expert-lay
divide.

Numerous methods have been used in deliberative geographical research, includ-
ing focus groups, citizens’ juries, consensus conferences, and multi-criteria delibera-
tion. These methods seek to couple risk assessments, including fundamental decisions
about what and whose risks are being considered, with strategies for managing risk.
Traditionally, approaches to assessing and managing risk have evolved separately,
with the latter developed in response to the former. For example, in the early 1980s,
there was concern in the United States that risk assessments were being diluted by
‘irrelevant’ social policy issues (Gerrard and Petts, 1998). The deliberative model
aims to incorporate the social, political and economic dimensions of risk (to which
science is equally exposed) in an explicit and transparent way without compromis-
ing scientific methods. Here, risk has both scientific and social dimensions. Thus,
while scientific studies can provide valuable insights into hazardous events, whether
a risk is tolerable or requires a particular action will ultimately depend on individual
and social judgement.

However, the deliberative model is still relatively new, and has been more widely
used in some areas than others. For example, in recent years, public deliberation
has been a key element of dialogue regarding the potential risks of GM foods
(Horlick-Jones et al., 2004); in outlining UK energy policy (DTI, 2003); in discus-
sions regarding radioactive waste disposal methods (CoRWM, 2005), and in debates
surrounding the restoration and rehabilitation of degraded rivers (e.g., McDonald
et al., 2004).

Conclusions

Uncertainty affects both the processes and outcomes of environmental research and
decision making. It has been a critical factor in debates on climate change, acid rain,
desertification, GM crops, and other contemporary environmental problems, where
it has led to persistent conflict and indecision. It poses philosophical challenges
regarding the nature, origins, and value of knowledge, ethical challenges regarding
acceptable levels of risk, and political challenges concerning how to act and who
has the mandate to decide. In particular, it is increasingly acknowledged that quan-
titative analyses, while important for addressing some types and sources of uncer-
tainty, are often too narrowly defined and esoteric for public decision making.
Technical approaches to assessing uncertainty and risk can also exacerbate an
expert-lay divide, thereby complicating management efforts. More recent work has
focused on deliberative and participatory approaches to understanding, in which
technical analyses are only one input to environmental decision making (and not
necessarily the most important).

In many areas of interdisplinary work, such as climate change, the social and
political aspects of uncertainty and risk have been vigorously debated. However,
the significance of these debates is easily overstated. First, they are largely confined
to interdisciplinary work involving both social and physical scientists. Yet many of
the crucial inputs to environmental decision making come from the technical disci-
plines. For example, numerical weather prediction has improved dramatically in
recent years, partly due to improvements in the underlying physics and partly to
improved numerical methods. In this context, Shackley and Wynne (1995) allude
to an important problem with some interdisciplinary work, namely that much of
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the communication (both between scientists and between scientists and the public)
is facilitated by ‘gatekeepers’. Typically, these practitioners do not have a detailed
understanding of the disciplinary methods employed, which can result in misinfor-
mation and overconfidence about the integrated results. Claims that a ‘paradigm
shift’ is occurring within science would, therefore, appear overstated.

Secondly, in terms of the relationship between science and society, there is little
evidence that new understandings of uncertainty and risk are having a profound
impact on environmental management. For example, reaction to the GM Nation
(Rowe et al., 2005) highlighted several problems with the deliberative approach to
evaluating risk, including not only the specific methodology employed, but also the
extent to which public understandings really are that informed. Further work tran-
scending the public-expert dichotomy is clearly needed (Rowe and Frewer, 2004).

Finally, it is easy to underestimate inertia towards change among the various
government and other agencies that use scientific research in environmental manage-
ment. Many structures and procedures employed by these agencies are built on
determinism; for example, databases store only deterministic data, models are built
for deterministic predictions, and modes of communication are often top-down
rather than deliberative. Changing these practices will require more than financial
investment. In particular, it will require changes in the institutional cultures, politics
and legal mechanisms through which uncertainty and risk are conceived.
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Chapter 7
Scale

Nathan F. Sayre

Introduction: The Many Meanings of Scale

In his Robert H. MacArthur Award lecture in 1989, Princeton ecologist Simon
Levin declared: ‘The problem of relating phenomena across scales is the central
problem in biology and in all of science’ (Levin, 1992, p. 1961). Levin is not alone:
inside and outside the academy, there is an effective consensus that scale is of
the utmost importance to matters of humans and the environment. Consider
these assertions: “The history of human cultural evolution has been the story of
cross-scale subsidies’, from a paper on the resilience of social-ecological systems
(Carpenter et al., 2001, p. 767); and ‘Scale is a nonreductionist unifying concept
in ecology’, by two other prominent theorists (Peterson and Parker, 1998, p. 521).
Scale is discussed with comparable gravity and still greater rhetorical flourish in
more popular venues. Science journalist Elizabeth Kolbert, for example, opens her
book on climate change, Field Notes from a Catastrophe, with the claim that: ‘For
better or (mostly) for worse, global warming is all about scale’ (Kolbert, 2006, p.
3). Pulitzer prize-winning columnist and neoliberal enthusiast Thomas Friedman
puts it this way: ‘Hey, the more energy-saving bulbs Wal-Mart sells, the more
innovation it triggers, the more prices go down. That’s how you get scale. And
scale is everything if you want to change the world’ (New York Times, 22 December
2006, p. A31). For many people, scale is the fundamental conceptual challenge in
the human and natural sciences, critical to progress in understanding and amelio-
rating human-environment interactions.

It remains remarkably unclear exactly what scale means and how to use it,
however, and within geography the confusion is particularly acute. Biophysical
geographers understand and employ scale much as ecologists do (where it is also
much debated), but cartographers, Geographic Information Scientists, and espe-
cially human geographers have various other ideas of scale and its theoretical and
methodological implications. The editors of a recent volume on the subject conclude
that ‘conceptions of geographic scale range across a spectrum of almost intimidating
diversity’ (Sheppard and McMaster, 2004, p. 256). Marston et al. (2005, p. 416),
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after noting that ‘scholarly positions on scale are divergent in the extreme’, conclude
that the concept is fundamentally flawed and should be banished from human
geography altogether. A review paper in the journal Ecological Economics confirms
the diagnosis but prescribes the opposite cure: ‘Now, scale issues are found at the
center of methodological discussions in both physical and human geography’, the
authors observe, but ‘common definitions do not exist for scale — even within dis-
ciplines — and especially in the social sciences’ (Gibson et al., 2000, pp. 226, 236).
Nonetheless, they issue an unequivocal call: “The challenge of global environmental
change requires that both the physical and social sciences be included in its study.
If researchers are to generate accurate analyses of environmental change, the first
step, we believe, is to push beyond the present cacophony and construct a common
understanding of issues related to scale’ (p. 237).

The problem with scale derives in large part from a surfeit of meanings and uses.
The word occupies nearly four pages of the original Oxford English Dictionary,
and a search of the BIOSIS database finds the term in more than 85,000 abstracts
since 1990. Richard Howitt (1998; 2003) discerns three ‘aspects’ or “facets’ of scale:
as size, level, and relation. The first two are relatively well understood, he argues;
they predominate in non-technical, quotidian contexts, and even in academic writ-
ings scale is usually a simple descriptor, not a concept. But it is only as relation that
scale assumes the importance ascribed to it in recent decades, and the apparent
clarity of the first two meanings has made understanding the third much more dif-
ficult. Conflating scale and level may be convenient and non-problematic when
neither term is the focus of inquiry, but collapsing the two risks evacuating scale of
conceptual importance altogether. In short, distinguishing scale as relation from its
more casual or colloquial meanings is necessary if its significance for environmental
geography is to be clarified, let alone realised.

In what follows, I first review the various uses and meanings of scale in geo-
graphy, including ‘the scale question’ in human geography. Scale as size, level, and
relation are not mutually exclusive — indeed, they build on and presuppose one
another — but they are analytically distinct; many, if not all, of the debates about
scale in recent human geography can be traced to conflation among these meanings.
I then examine the emergence of scale in ecology, in order to clarify why it is con-
sidered of such overriding importance to our understanding of ecosystems and
environmental problems. For ecologists, scale is intrinsically spatio-temporal, playing
a key role in the critique of equilibrium models and assumptions that has gathered
momentum over the past three decades. The conclusion develops a framework for
theorising scale to advance research in environmental geography.

The edited volume Scale and Geographic Inquiry provides a valuable overview
of geographical scale. In their introductory essay, the editors note that ‘different
concepts of scale are employed in geography’s various subdisciplines’, but that
‘there has been little attempt to integrate across these subdisciplinary perspectives’
(Sheppard and McMaster, 2004, p. 2f.). A brief summary of scale’s various mean-
ings in geography is therefore warranted. It is useful to organise them into the three
facets of size, level and relation.

Scale as Size

In this first and simplest sense, scale refers to measurements expressed in terms of
standardised units. ‘Space and time are not scales until they are divided into seg-
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ments that can be used for measurement’ (Rykiel, 1998, p. 488). A scale is used to
ascertain some attribute of an object or phenomenon — such as length, mass, volume,
velocity, and so forth; in geographical contexts, scale in this sense generally refers
to size. Cartographic scale is the oldest kind of geographical scale, having emerged
with the science of cartography during the eighteenth century. It refers to the math-
ematical relationship between a map and what it represents: the ‘representative
fraction’ or ratio of a unit space on a map to space in the world, such as 1:62,500
for maps in which one inch represents one mile. Expressed in this way, smaller scale
maps depict larger areas than do maps of larger scales, resulting in the peculiarity
that cartographers employ ‘large scale’ and ‘small scale’ in the opposite way from
scholars in other fields. Choice of scale has obvious implications for cartographic
generalisation: Smaller scale maps (depicting larger areas) necessarily sacrifice details
that can readily be included on maps of larger scales (depicting smaller areas).
(Hereinafter, I will use ‘small’ and ‘large’ scale the way non-cartographers do, to
avoid confusion.) Scale is a central conceptual and representational issue in carto-
graphy because it strongly determines selection, simplification, classification, and
symbolisation. Different tasks — depicting a neighborhood, a city, a region or a
continent, for instance — call for the use of different cartographic scales.

Developments in Geographical Information Science (GISc) raise the possibility of
overcoming constraints of cartographic scale, at least in theory. Digitised data can
be assembled and analysed across multiple scales, such that details visible at small
scales are not lost (to the computer, at least) when one ‘zooms out’ to much larger
scales. As Sheppard and McMaster (2004, p. 4) note, however, this does not mean
that ‘there is no scale’ in GISc, because the underlying data are themselves typically
derived from scaled sources. (Think of what happens when one zooms in on Google
Earth, for example: the image becomes blurry at certain scales, then regains focus
when the programme shifts to an image taken at another scale.) The technical details
and particularities of GISc cannot be adequately reviewed here, but the issues of
scale discussed below are nonetheless relevant to that field.

Cartographic scale is principally a representational issue, but in the second half
of the twentieth century other fields in geography identified empirical corollaries:
situations in which spatial analysis resulted in different (or even opposite) conclu-
sions depending on the scale employed. The distribution and intensity of poverty,
for example, might look very different if the smallest unit of analysis were city
blocks rather than census tracts, cities, or entire states. Openshaw (1977; 1984)
famously demonstrated that the boundaries and size of units for spatial aggregation
could determine whether two variables correlated positively, negatively, or not at
all: a form of ecological fallacy known as the modifiable areal unit problem. Obser-
vational scale refers to this methodological issue, which at face value resembles
cartographic scale: At what spatial dimensions can one best perceive and analyse
particular phenomena? Even when the question is not posed as such, scientists
cannot avoid this issue: ‘Because science is about the search for and explanation of
patterns, all scientific inquiry explicitly or implicitly incorporates scale into the
process of identifying research objects: the very act of identifying a particular pattern
means that scale, extent, and resolution have been employed’ (Gibson et al., 2000,
p. 221).

Observational scale has two components. Resolution, or grain, is the smallest
unit of measurement: it determines the precision or detail captured by a certain
method. Extent is the overall dimensions of a study: the area (and time period) over
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which measurements are made. ‘Small scale’, in this context, typically denotes a
finer resolution, while ‘large scale’ indicates a large extent; practical constraints
generally dictate a small extent for fine-grained studies and a coarse grain for studies
that have a large extent. Combining a fine grain with a large extent is difficult
because a fine grain captures greater variability, which in turn necessitates larger
sample sizes, even at a small or medium extent. Often, grain and extent are con-
strained by the technical capacities of available instruments for measurement (and
of computers for analysing the resulting data): If one has only a meter stick, for
example, the grain can be no smaller than a millimeter, and extents of greater than,
say, fifty meters are likely to be impractical. Likewise with temporal scale: annual
rainfall, for example, is too coarse a resolution to understand vegetation patterns
where seasonal variability is high. Choosing one’s grain and extent carefully is
important precisely because ‘patterns that appear at one level of resolution or extent
may be lost at lower or higher levels’ (Gibson et al., 2000, p. 221). Conversely, the
advent of new observational tools and technologies can strongly affect the kinds of
questions that scholars pose and the theories they construct. As Church (1996,
p. 153) puts it: “The space and time scales of observation constrain the structure
and physical content of functionalist theories [in geomorphology| through their
control of the resolution of information in the theory. Our theoretical construction
of order in nature is bound by the tyranny of the scales’.

Observational scale is principally an epistemological issue, but subsequent work
in ecology and biophysical geography indicates that scale may have ontological
implications as well. Operational scale refers to the idea that phenomena occur at
determinate spatial (and temporal) scales in the real world: that scale is an actual,
material property of processes, not simply a matter of how they are observed. The
Coriolis force, for example, determines patterns of winds and weather systems at
very large scales: It is why low-pressure systems rotate counterclockwise in the
northern hemisphere and clockwise in the southern hemisphere. However, contrary
to popular belief, it does not affect which way water spins down the drain, a process
at much smaller spatial and temporal scales. Similarly, tectonic drift occurs over
very long time periods and very large areas, but at smaller scales it is, practically
speaking, not only invisible but generally irrelevant. For both ecologists and bio-
physical geographers, operational scale is ontologically real.

A key point of agreement among geographers and ecologists is that no single
‘correct’ scale exists for either field: different processes operate at different scales
and must be studied accordingly. Identifying the operational scales of processes and
reconciling them with observational scales are therefore central challenges of
research. The former may be termed the ontological moment of scale, the latter its
epistemological moment (Sayre, 2005). One must work back and forth between the
two moments (dialectically or, at the least, hermeneutically), incrementally reducing
epistemological obstacles and thereby strengthening ontological insights. Over time,
the observational scales utilised by scientists should more closely reflect the opera-
tional scales of material processes.

Scale as Level

That different processes have different operational scales raises difficult questions
about their interactions. If the Coriolis force can give direction to something as
big and powerful as a hurricane, shouldn’t it also affect water going down the
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drain? Can one ‘scale down’ from a large or slow process to a smaller or faster
scale in a simple, linear fashion, or not? How can a relationship identified at a
small scale be extrapolated ‘up’ to larger scales? Multiscale analyses, and the study
of cross-scale linkages, aim to address questions such as these. In order to do this,
scientists classify phenomena into various levels based on the scales at which they
can be observed or measured: the organism level and the community level in
ecology, for example. The spatial and temporal units of measurement appropriate
for each level tend to coalesce in a pattern: larger areas with longer time-periods,
smaller areas with shorter time-periods (figure 7.1). Whether such levels are onto-
logically real or merely artifacts of observation can only be determined by empiri-
cal research.

It is easy to see how level and scale might become confused, since they are inter-
changeable in this sense of scale. In common usage, for example, one can generally
refer to ‘the urban level’ as ‘the urban scale’ without loss of meaning (even though
the extent of this level may vary depending on historical and geographical context).
Epistemologically, scale as level involves choices of what will and will not be
observed and analysed: A study conducted at ‘the community scale’ focuses on
phenomena of certain (more or less determinate) spatial and temporal dimensions,
and it may choose to ignore (or hold constant) processes at other levels for the
purposes at hand.

Of course, phenomena that scientists classify at different levels do interact with
one another in the real world, and studies of such interactions require some kind
of ordering principle among levels. Various metaphors have been used: a pyramid,
ladder, scaffold, or the famous ‘Russian doll’ of nested, recursive systems (Herod
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Figure 7.2 Relationships between levels in a system, as conceived in hierarchy theory.
Processes at the focal level are constrained by the level above. They are driven by
interactions among components at the level below. Figure by Darin Jensen.

and Wright, 2002). The prevailing approach in biophysical geography, as in ecology,
is hierarchy theory (Allen and Starr, 1982), in which phenomena are classified based
on functional relations or operational scales. Wu and Loucks (1995, p. 451) argue
that ecological studies should examine (at least) three levels: the level of the process
at issue, plus the levels above and below it (figure 7.2). “The higher level provides
a context and imposes top-down constraints on the focal level, and the lower level
provides mechanisms and imposes bottom-up constraints’. Note that causality here
is not unidirectional (contra Leitner and Miller, 2007): The outcome at a given level
is determined both at that level and by the interaction of processes that link it
‘upwards’ and ‘downwards’ to adjacent levels.

Most biophysical systems are theorised as constitutive hierarchies. This means
that relations are not simply bureaucratic, in which ‘higher’ levels dictate what
happens at ‘lower’ ones (known to political scientists as an exclusive hierarchy).
Nor are they inclusive, as in taxonomy, in which each level simply encompasses
those below it. In a constitutive hierarchy, units at one level, when combined at the
next level up, may display patterns of self-organisation and ‘emergent properties’
that cannot be discerned in, or deduced from, their behaviour at the focal level
(Gibson et al., 2000). The idea is often expressed as ‘the whole is greater than the
sum of its parts’. Landscape ecology descends in part from this insight, sometimes
glossed as ‘holism’ or the study of ‘holons’ (Naveh and Lieberman, 1984). Similarly,
‘complex adaptive systems’ are defined by heterogeneity and unpredictability as
‘pattern emerges from the interplay between processes that generate novelty and
those that winnow that novelty’ (Chave and Levin, 2004, p. 31). Chaos theory and
panarchy (Gunderson and Holling, 2002) are other recent attempts to make sense
of such phenomena, which Church (1996, p. 167) locates ‘in the zone between
mechanistic and contingent explanation’.

Scale as Relation

It is here that scale as relation emerges. Not only is there no single ‘correct’ scale
for understanding social or ecological systems, but neither can one assume linearity
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across scales. As Chave and Levin (2004, p. 32) note, scaling relationships — between
metabolic rate and body size, for example, or between area and species richness —
‘are among the most robust empirical generalisations found’ in ecological systems
— but they are not linear. They cite financial crashes and traffic jams as ‘typical of
the dynamics found in complex adaptive systems’: as the component parts interact
and adapt, positive feedback loops can trigger abrupt, extreme, unpredictable
change. Economies of scale are another example: how the division of labour and
the expansion of production result in non-linear increases in output and qualita-
tively new social phenomena can only be understood relationally.

Scale as relation requires a strong conceptual distinction from level. It is, so to
speak, an order removed from scale as level, defined by the spatial and temporal
relations among (processes at different) levels. To address scale as relation, then,
one must eschew the conventional synonymy of scale and level.

Among ecologists, scale as relation is part of a larger critique of equilibrium
models and assumptions. In a famous 1977 article, Robert May presented mathe-
matical models of systems with ‘a multiplicity of stable states’, inspired by empirical
cases of grazing ecosystems, fisheries, insect outbreaks in forests, and host-parasite
systems. He likened ecosystem dynamics to a marble in a cup. If the cup formed ‘a
single valley’, then the system would always return to a single stable state following
disturbance, and historical effects would be unimportant. But if the cup were a
‘dynamical landscape pockmarked with many different valleys, separated by hills
and watersheds’, then ‘the state into which the system settles depends on the initial
conditions: the system may return to this state following small perturbations, but
large disturbances are likely to carry it into some new region of the dynamical
landscape’. Scale is thus not only a spatial issue but also a temporal one. Any equi-
librium presupposes some period of time over which stability persists; it might turn
out to be unstable if evaluated at a different temporal scale. Moreover, if there are
many alternative locally stable states, historical accidents can be of overriding sig-
nificance’ (May, 1977, p. 471).

Understood in this way, scale is central to current notions of sustainability and
resilience in complex adaptive systems involving humans and the environment. Once
one admits the possibility of multiple stable states, one cannot avoid the issue of
thresholds or ‘breakpoints’ between them. May (1977, p. 477) emphasised that
‘continuous variation in a control variable can produce discontinuous effects’ and
that ‘increasingly severe nonlinearities can make the dynamical behaviour range
from a stable point, through a bifurcating hierarchy of stable cycles, into a regime
which is in many ways indistinguishable from random noise’. In the three decades
since, ecologists have struggled to model complex systems and quantify thresholds
of non-linear change. Predictive knowledge of thresholds has remained elusive, but
theory and conceptual models have advanced considerably and empirical observa-
tions are accumulating (Crumley, 1994; Westoby et al., 1989). There is also growing
interest in the hypothesis that unsustainable resource use results from ‘mismatches
of scale’ between human and natural processes (Lee, 1993; Cumming et al., 2006).
Determining the relevant processes involved, and their operational scales, thus
becomes a necessary prerequisite for advancing both research and management (for
an example involving fisheries, see Perry and Ommer, 2003).

While ecologists turn to ever more sophisticated mathematics and models to
understand scale as relation, human geographers explore the matter through meta-
phors and theory. Howitt (1998) examines musical scales, pointing out that the
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value of each note is determined not simply by its individual qualities but also by
the other notes and its position among them. Any change in one note affects the
scale as a whole, and vice-versa; the scale is more than the sum of its parts, and
this ‘gestalt’ can be perceived in the way certain scales provoke spontaneous cultural
associations. Howitt’s metaphor is suggestive, even if exactly how musical scales
might elucidate human and environmental processes remains unclear. He argues
that ‘scale is better understood dialectically than hierarchically’ (Howitt, 1998, p.
52). Ecologists rarely employ such terminology, but the underlying point strongly
resembles the idea of emergent properties or panarchy: shifting scales results in
qualitative, rather than merely quantitative, change.

Scale in the Discipline of Human Geography

Scale has a rather different genealogy in human geography, although the underlying
methodological and theoretical issues converge with those elsewhere in the discipline
and in ecology. As in the physical sciences, social science disciplines have divided
and defined themselves — intentionally or unwittingly — by scale (as size, both opera-
tional and observational): psychology studies individuals; anthropology villages,
clans or tribes; sociology neighborhoods or cities; political science governments and
states, etc. Each discipline could thus take its own scale more or less for granted.
(The separation of micro- from macroeconomics is the exception that proves the
rule.) As Gibson et al. (2000, p. 221) observe: ‘Overt choices of particular scales to
identify specific patterns are generally taken more consciously in the natural sciences
than in the social sciences’. Human geography, with its diversity of subdisciplines
and methods, could not so easily avoid the issue, but many topics had operational
and thus observational scales that seemed obvious and could therefore remain
implicit. In recent decades, however, the economic, political and cultural dynamics
of globalisation have called into question the scales of previous human geographic
research.

A typical classification of human geographical scales includes the body; the
household; the neighborhood; the city; the metropolitan area; the province or state;
the nation-state; the continent; and the earth as a whole (Sheppard and McMaster,
2004, p. 4). (The region is another oft-employed geographical scale, albeit one
whose position in this classification is variable. . ..) By the preceding analysis, this
is simply a list of levels; the implied nested hierarchy resembles the way ecologists
conventionally imagined organisms, populations, communities, ecosystems and
biomes. If one questions the stability of these categories, however — how they are
produced, reproduced or transformed — or if one asks how multiple levels interact,
then the issue of scale as relation is raised. This is how ‘the scale question’ in human
geography has emerged.

For political ecology in particular, and environmental geography more generally,
one might trace recent debates about scale to Piers Blaikie and Harold Brookfield’s
landmark book, Land Degradation and Society, which addressed problems of align-
ing observational and operational scales and working across scales (1987, pp. 64—
74). “[I]t is very evident that we must take care to define the scale at which we are
working if the social causes and consequences of degradation are to be described
adequately’.

But the scale question in critical human geography also has its roots in political
economy: an article by Peter Taylor (1982) that defined the local, national and
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global as the scales of experience, ideology and capital accumulation, respectively.
Taylor characterised the global scale as the most ‘real’, reflecting the Marxian-
materialist priority given to production and simultaneously reinforcing a
top-down, hierarchical notion of scale.

Building on the work of Henri Lefebvre and David Harvey, Neil Smith (1993,
p. 96f.) criticised geography for taking its scales — ‘localities, regions, nations
and so forth’ — for granted, and for trivialising geographical scale ‘as merely a
question of methodological preference’. Focusing on the ontological rather than
the epistemological moment, he stressed the importance of scale in spatial dif-
ferentiation. ‘[S]cale is produced in and through societal activity which, in turn,
produces and is produced by geographical structures of social interaction. ..
[T]he production of geographical scale is the site of potentially intense political
struggle’. Smith proceeded to offer a typology of geographical scales similar to
the list given above, but he treated them as operational rather observational. He
specified the processes that produced each scale materially: for example, daily
commuting for the urban scale, and capital circulation and uneven development
for the global. Insofar as Smith considered how each scale is determined by
interactions with the others, he pointed beyond scale as level towards scale as
relation.

Human geographers have proceeded to explore the production and politics of
scale further, particularly in regard to the city, the nation-state, and the global
economy. Scale as level provides the framework for these studies, insofar as the
nation-state is construed as ‘above’ the city and ‘below’ the global in a socio-spatial,
hierarchical order. But the point usually is to understand the historical-geographical
constitution and reconfiguration of levels in relation to one another — such that scale
is construed, at least implicitly, as relational. Erik Swyngedouw (1997) introduced
the term ‘glocalisation’, for example, to capture the combination of upward and
downward shifts in the scale of accumulation and regulation with the advent of
globalisation. Neil Brenner (1998, p. 464) argued that ‘scales are not merely the
platforms within which spatial fixes are secured, but one of their most fundamental
geographical dimensions, actively and directly implicated in the historical constitu-
tion, reconfiguration, and transformation of each successive configuration of capi-
talist territorial organization’. Viewed as a process of rescaling, globalisation ‘entails
less an obliteration of the national spatial scale than its rearticulation with the
subnational and supranational spatial configurations on which it is superimposed’
(Brenner, 1997, p. 299).

In different ways, both Swyngedouw and Brenner shift attention away from scale
per se and towards the processes that produce (patterns that have) scales. Like
Smith, they are concerned with operational scale. Swyngedouw (1997, p. 141) is
explicit: “The theoretical and political priority . .. never resides in a particular geo-
graphical scale, but rather in the process through which particular scales become
(re)constituted . . . . In short, scale . . . is not and can never be the starting point for
sociospatial theory ... the kernel of the problem is theorising and understanding
“process”’. Swyngedouw’s (2004; 2007) empirical research reflects this approach
and is widely credited for bringing ecological processes (such as hydrologic cycling)
into cogent relation with political-economic processes such as capital accumulation
and governance. Brenner (1998, p. 466) emphasises ‘the relational, mutually inter-
dependent character of geographical scales under capitalism’, and he develops a
thesis that clearly transcends scale as size or level:
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the forms of territorialization for capital are always scaled within historically specific,
multitiered territorial-organizational arrangements. The resultant scale-configurations,
or ‘scalar fixes,” simultaneously circumscribe the social relations of capitalism within
determinate, if intensely contested, geographical boundaries and hierarchize them
within relatively structured, if highly uneven and asymmetrical, patterns of sociospatial
interdependence (Brenner, 1998, p 464, emphases in original).

Terms such as ‘scaling’, ‘rescaling’, ‘scale effects’ and ‘jumping scales’ all draw
attention not only to the ongoing production of scale (and therefore its historical
contingency and malleability) but also to the non-linear, complex outcomes that are
hallmarks of scale-as-relation.

Research along these lines has more recently opened into vociferous debates
about the conceptual status of scale throughout human geography. In an oft-cited
article, Marston (2000) reviewed the literature and argued persuasively that geo-
graphical scale is socially constructed. Bodies, neighborhoods, cities and so forth
are not given a priori but produced through social processes; geographers have gone
astray, she argued, by taking their scales for granted and by privileging certain scales
—such as the nation-state or the global economy — over others such as the household.
Marston’s article provoked a response by Brenner (2001), followed by several
further contributions (Marston and Smith, 2001; Purcell, 2003; Sayre, 2005).
Subsequently, Marston et al. (2005) changed course and expanded the controversy
by making a case ‘to expurgate scale from the geographic vocabulary’ altogether; a
flurry of responses ensued, almost all of them critical of this position (e.g., Collinge,
2006; Jonas, 2006; Leitner and Miller, 2007). There is neither need nor space to
review these exchanges in detail here. Two points suffice to defuse much of the
controversy.

First, the debate has suffered from a confounding of scale’s epistemological and
ontological moments. The critique of conventional geographical scales stemmed
initially from epistemological considerations: Taking the local, the national and the
global as a priori givens may obscure the interactions among various scales; a crude
hierarchy theory risks overlooking actors and processes at ‘smaller’ or ‘lower’ scales
by privileging ‘larger’ or ‘bigger’ ones. These are important points, but in choosing
a scale for observation one is not necessarily making any ontological commitments
or claims. Most of the substantive issues raised in the debate, however, concern the
ways that the operational scales of governance, reproduction, regulation and accu-
mulation have shifted in recent decades and how people contest and transform the
scales of actual processes in the world. This is not to say that the two moments are
separate or unrelated — on the contrary, their dialectical relation is of the utmost
importance. But confounding the two moments collapses the dialectic (Sayre,
2005).

Second, the acrimony and confusion reflects a persistent failure to distinguish
between scale as size, level and relation. Almost all contributors employ scale both
in its second sense (where scale and level are interchangeable) and in its third sense
(where they are not) without recognising the problems this entails. Marston et al.
(20035, p. 420) argue that scale may ‘be simply and effectively collapsed into’ level;
they proceed to use the terms interchangeably or together, as in the phrase ‘levels of
scale’ (p. 422). But they do not even acknowledge the existence of scale as relation
(despite citing Howitt’s papers on the subject), and collapsing scale into level
compels them to make hierarchy into an inherent attribute of scale. Since their real
animus is hierarchy, they indict scale tout court. It is true that Brenner, among
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others, understands scale as inherently hierarchical, but this reflects his own failure
to distinguish scale as level from scale as relation. The former does entail hierarchy
(or some such principle of ordering); the latter does not. Furthermore, there is
nothing inherently hierarchical (or ‘vertical’) about emergent properties, complex
interactions, or thresholds of nonlinear change. Other frameworks that have been
proposed in recent years, such as networks (Leitner, 2004; Taylor, 2004) and heter-
archy (Crumley, 2005), confirm that one can critique hierarchy theory yet retain a
strong emphasis on scale. Leitner (2004, p. 246) notes that ‘networks are themselves
scaled’, and that ‘[n]etwork scales are emergent properties of sociospatial processes
operating inside and beyond networks’. It is precisely by rescaling processes that
networks have the potential to bypass or subvert conventional hierarchies of
power.

Conclusion: Towards an Integrated Conceptual Framework

A remarkable and apparently unwitting convergence has occurred in ecological and
geographical conceptions of scale in the past two or three decades. From very dif-
ferent starting points, drawing on ideas and insights from across the social and
natural sciences, scholars in both fields have moved from scale as size and level to
scale as relation. The common interests and ideas include emergent properties, hier-
archies and networks, non-equilibrium, thresholds of change, spatio-temporality,
path dependence and self-organisation. The challenges and opportunities for inte-
grative work and collaboration are growing in number and importance.

How to integrate ecological and geographical scale for purposes of environmental
geography? The following six principles can be derived from the preceding analysis
of geographical and ecological scale:

1. Scale is relational. Tts scientific value lies not in absolute or discrete measure-
ments of a phenomenon in terms of size, duration, or magnitude, but rather in
exploring relations among phenomena so measured.

2. The focus of theorising about scale must therefore fall on processes rather than
on scale per se, because it is through processes that relations among phenomena
are manifest.

3. DProcesses are simultaneously spatial and temporal; while many uses of
scale are implicitly spatial, the concept as developed here is intrinsically
spatio-temporal.

4. There is no single ‘correct’ scale for studying or understanding societies, eco-
systems, or their interactions; any given process may, however, have an appro-
priate or best scale for research.

5. Scales are produced, whether by human-social, geophysical or biological pro-
cesses. They have an ontological moment, insofar as they are integral to the
constitution of material processes; they have an epistemological moment, insofar
as one’s scale of observation determines the patterns (or lack thereof) that one
observes. The two moments are dialectically related.

6. A major topic for further research and theorising on scale concerns thresholds
of non-linear or qualitative change across scales (for any given process) and
between processes of different scales. It is at these points that scaling effects,
mismatches of scale or rescaling are manifest, and where critical issues of social-
ecological change and sustainability may be engaged most fruitfully.
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It remains to be seen whether and how collaboration and integration can be
achieved, both practically and theoretically. There are growing numbers of
interdisciplinary research projects and funding opportunities aimed at the social-
ecological interface, such as the National Science Foundation’s Coupled Natural
and Human Systems programme, in which scale figures prominently. Vogt et al.
(2002, p. 168) point out a more theoretical challenge:

To assist in the integration of social and natural sciences for natural resource manage-
ment, researchers will need to explicitly recognize and address issues of scale differently
from their traditional, disciplinary approaches. Instead of emphasizing the need for
scale-dependent information that may be associated with their respective disciplines,
it may be more important to determine what is the most appropriate scale(s) to
address various natural resource issues. Integrating the social and natural sciences
will require improving our understanding of how space is currently perceived by each
discipline.

Beyond this, of course, lie still deeper philosophical questions. Bruce Rhoads (2006,
p. 14) has argued convincingly that geomorphology should embrace a process-
philosophical metaphysics, in which ‘the nature of reality, including geomorphologi-
cal phenomena, is fundamentally processual’. This is also where Erik Swyngedouw
(1997, p. 140) starts: ‘I insist that social life is process-based, that is, in a state of
perpetual change, transformation, and reconfiguration’. Obviously, the geomorpho-
logical and the social processes in question are likely to unfold on temporal scales
that differ by several orders of magnitude — such is the challenge and the potential
of the problem of scale. It will also require, as Church (1996, p. 166f.) has argued,
a general recognition that ‘the scales of enquiry determine the most appropriate
mode of explanation’, and that some process-scale combinations may not yield to
mechanistic, quantitative, or predictive methods.
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Chapter 8

Vulnerability and Resilience to
Environmental Change:
Ecological and Social
Perspectives

W. Neil Adger and Katrina Brown

The Vulnerability and Resilience of Society and Environments

Vulnerability and resilience are attractive concepts for geographers. Vulnerability
captures the idea that there are inherent risks that are experienced by people and
communities living in particular places. Resilience captures the ability of people
and ecosystems together to adapt to changing risks and opportunities. Physical and
biological phenomena that we describe as hazards are pervasive. Hence, vulnerabil-
ity is often measured as the extent to which a threshold to some undesirable state
has been crossed while resilience focuses on the capacity to tolerate disturbance
without collapsing into a qualitatively different state that is controlled by a different
set of processes.

Vulnerability in this context is thus about the susceptibility of groups or individu-
als to harm from social or environmental change. Vulnerability is an important
characteristic of individuals, communities and larger social groups. The vulnerabil-
ity of a group or individual depends on its capacity to respond to external stresses
that may come from environmental variability or from change imposed by economic
or social forces outside of the local domain. Thus, vulnerability does not exist in
isolation from the wider political economy but rather is related to inadvertent or
deliberate action that reinforces self-interest and the distribution of power. Vulner-
ability is made up of a number of components including exposure and sensitivity
to hazard or external stresses and the capacity to adapt. The definition of key terms
is outlined in table 8.1.

The definitions and elements of vulnerability in table 8.1 represent a convergence
of perspectives derived from different underlying paradigms in geography. Burton
et al. (1993) developed the integrative notion of vulnerability as a characteristic of
interacting forces that create environmental hazards as well as opportunities. A cri-
tique of this approach within human geography effectively pointed to the underlying
structural factors and power relations that create and maintain social vulnerabilities.
Hewitt (1983), for example, attempted to explain why the poor and marginalised
have been most at risk from natural hazards: what he termed the human ecology
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Table 8.1 Attributes of vulnerability to environmental and social change and
perturbations

Element of vulnerability =~ Definition

Exposure The nature and degree to which a system experiences
environmental or socio-political stress.
Sensitivity The extent to which a human or natural system can absorb the

impacts without suffering long-term harm or some significant
state change. This concept of sensitivity, closely related to
resilience, can be observed in physical systems with impact-
response models, but requires greater interpretation in
ecological and social systems, where harm and state change
are more contested.

Adaptive capacity The ability of a system to evolve in order to accommodate
environmental perturbations or to expand the range of
variability with which it can cope.

of endangerment. He concluded, for example, that poorer households tend to live
in riskier areas in urban settlements, making them more exposed to flooding, disease
and other chronic stresses. A number of other geographers have also highlighted
the distinction between outcomes and processes of vulnerability in its analysis and
measurement (e.g. Liverman, 1990; Watts and Bohle, 1993; Blaikie et al., 1994;
Cutter et al., 2003; Turner et al., 2003; Leichenko and O’Brien, 2008; on methods
to measure vulnerability, see Eakin and Luers, 2006).

Vulnerability is socially differentiated: virtually all natural hazards and human
causes of vulnerability impact differently on different groups in society. Many com-
parative studies have noted that the poor and marginalised have historically been
most at risk from natural hazards. Poorer households are forced to live in higher-
risk areas and so are more likely to be affected, and to a greater extent, by earth-
quakes, landslides, flooding, tsunamis, and poor air and water quality, particularly
in the increasingly urbanised world (Mitchell, 1999; Pelling, 2003). Women are
differentially at risk from many environmental hazards, including, for example, the
burden of work in recovery of home and livelihood after an event (Fordham, 2003).
In many studies of the impact of earthquakes, including analysis of the Asian
tsunami of 2004, women and other household dependants suffered much greater
mortality than adult males.

Flooding in low-lying coastal areas associated with monsoon climates or hurri-
cane impacts, for example, is seasonal and usually short-lived, yet can have signifi-
cant unexpected impacts for vulnerable sections of society. But of course one
person’s flood is another person’s irrigation water. Periodic flooding is an integral
part of many farming systems as it provides nutrients in fertile floodplain areas.
Hence, natural hazards are often a disadvantageous aspect of a phenomenon at one
point in time that is predominantly beneficial.

The concept of resilience has its roots in ecology and, when applied to interac-
tions between society and nature, provides a powerful framework for analysing the
integrated, or coupled, nature of such interacting systems. Ecology has promoted
notions of resilience, both to explain how ecosystems can radically change from one
state to another very different one and also as a guiding principle for ecosystem
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management to avoid rigidities and so-called social traps (Folke, 2006; see Francis
and Turner, both this volume). At its core, ecological resilience is measured by the
magnitude of the perturbations that can be absorbed before the system flips to
another state (Gunderson and Holling, 2002). No ecological state is unambiguously
‘better’ than another. For example, grassland-dominated ecosystems can flip into
scrubby vegetation. Or coral reef ecosystems can shift from being dominated by live
coral to being covered by algae so that the corals become less productive and the
diversity of fisheries dependent on them declines. All these states are natural, but
those that provide services to humans are, from our perspective, more valuable.

Resilience of an ecological system relates to the functioning of the system as a
whole, rather than the stability of its component populations, or even the ability
to maintain a steady ecological state. Ecosystems have diverse properties, which
ecologists have sought to measure. These form the basis of normative statements
about sustainability and sustainable utilisation of ecosystems. Many tropical ter-
restrial ecosystems have stable and diverse populations but are relatively low in
resilience. For example, in tropical rainforests, most of the nitrogen (which plants
need to grow) is cycled and stored biologically in the biomass itself, rather than in
the soil, which is often very poor as a result. Consequently, when tropical forests
are logged and cleared, the nitrogen needed for plant growth is removed too,
and the land is unable to support more than scrub grassland with much lower
biological productivity. By contrast, many temperate forest ecosystems in temperate
regions with apparently low diversity can exhibit greater resilience in the face of
disturbance.

From declining fish stocks in the Pacific, through to land-use change in the Sahel,
ecosystems have been shown to be subject to periodic shifts into states which are
often less desirable for, but often triggered by, human use (Scheffer et al., 2001).
These shifts are often triggered by single events such as a tropical storm impacting
on coral reefs or through fires and their impact on forest ecosystems. Sometimes
they are caused by longer-term events such as the removal of one predator from an
ecological system (Folke et al., 2005).

The resilience of a social-ecological system is made up of a number of elements:
the amount of perturbation a system can handle and still retain the same charac-
teristics and controls on function and structure; the degree to which a system is
capable of self-organisation; and the ability to build and increase the capacity for
learning and adaptation (Carpenter et al., 2001; Berkes et al., 2003). Resilient
systems can, in other words, cope; they adapt and reorganise in the face of change
without losing their ability to provide valuable ecosystem services. A loss of resil-
ience in social-ecological systems is often associated with irreversible change, the
creation of vulnerabilities for marginalised elements of society, and the reduction
of flows of ecosystem services.

Interactions between Ecological Systems and Society

There are three primary sets of interactions between ecological changes described
above and society. First, human action drives ecological change. In ecological resil-
ience analysis, ecosystems are characterised as having multiple possible equilibria
that are regulated by fast and slow variables, ranging from physical disturbance,
natural response to nutrient availability cycles, through to accumulation of persis-
tent pollutants. Some of these are driven by human action. Indeed, the impacts of
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altering global carbon and nitrogen cycles are classic ‘slow variable’ impacts on
many of the world’s ecosystems.

The second interaction comes from the impact of ecosystem state changes on the
availability of ecosystem services to society. The Millennium Ecosystem Assessment
(2005) demonstrated that all ecosystems contribute to the well-being of humanity
in providing or regulating services that provide the basic needs for everyone on the
planet, what they termed, a ‘good quality of life’. Clearly, this step into ecosystem
services involves values that are socially contingent and change over time and space.
It also raises the issue of whether ecosystem services have intrinsic value above and
beyond any human use or appreciation of them. Clearly, when ecosystems undergo
regime shifts, the flow of ecosystem services is altered. Folke (2006) and others argue
that the majority of such changes observed indeed reduce the flow of ecosystem
services in aggregate, a threat to human well-being.

The third interaction between ecological resilience and society is reflected in the
question of whether whole systems, incorporating ecological and social elements,
are themselves resilient. In other words, do the characteristics that make ecosystems
resilient also make social-ecological systems (such as ocean ecosystems, fisheries and
fishing communities taken together) resilient to change? Interdisciplinary research
spanning the social and ecological sciences in these areas increasingly argues that
environments co-evolve with the institutions and rules that mediate human use of
resources. Rapid changes in either can create vulnerabilities as well as opportunities
for both ecosystems and humans alike (Folke et al., 2005). The social elements of
resilience are bound up with the ability of groups or communities to adapt in the
face of external social, political or environmental stresses and disturbances (Adger,
2000). If formal and informal institutions (such as local-level watershed manage-
ment committees, fisheries collectives and the like) themselves are resilient, they can
promote wider resilience.

Institutions can be persistent, sustainable and resilient, but clearly not always for
the benefit of everyone. Anderies et al. (2004) and Walker et al. (2004) suggest that
there are inherent trade-offs involved in making resource use more efficient at pro-
viding goods and services to human users, which can often make them less resilient
or able to adapt to changing circumstances. In northeast Brazil, for example, inter-
ventions to reduce the risk of periodic drought on the farming community have
been carried to such an extreme that the principal government adaptation to
drought is now humanitarian aid (Nelson et al., 2007). Efforts to reduce the level
of vulnerability or to increase resilience are overshadowed by the levels of resources
dedicated to maintaining the food and water supply during droughts.

In beginning to analyse the social implications of changes in ecosystems and in
their resilience, there is no escaping the social construction of demands for environ-
mental services, and increasingly, the construction of markets designed to promote
the conservation or enhancement of such services. Advocates of creating markets
for ecosystem services argue that they make use of natural resources more efficient
by making explicit the linkages between ecosystem services and human development
(Millennium Ecosystem Assessment, 2005). The benefits provided by ecosystem
services are, in most cases, public goods: in other words, the benefits do not accrue
exclusively to those people managing the resources.

There have been increasing numbers of markets created associated with forest
services, particularly watershed regulation, biodiversity conservation, and especially
the carbon sink function of forests (Pagiola et al., 2002). In the case of carbon sinks,
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the argument is not only that forests are potentially conserved by such markets, but
that mitigation of net emissions of greenhouse gas emissions to the atmosphere can
be undertaken more cost-effectively this way than by reducing fossil fuel use. But
emerging critiques of these markets question whether payments for ecosystem ser-
vices go to those actually providing the services. If they do not, then ultimately the
sustainability of these markets is in question. Corbera et al. (2007), for example,
examined the impact on two forest communities involved in a project for carbon
sequestration services of forests in the state of Chiapas in Mexico and found that
most of the benefits follow political affiliation, while the poorest farmers and women
have been excluded from project design and implementation. They argue that these
pitfalls reinforce existing uneven power structures, inequities and vulnerabilities:
such markets are in fact highly limited in delivering more legitimate forms of
decision making or a fair distribution of benefits.

In summary, the state of knowledge on how social-ecological systems interact is
focused primarily on how ecosystem services are produced and maintained. But a
further important normative set of knowledge relates to how to provide a stable
environment for human use of these services. Economic growth involving unsustain-
able resource use or chronic stress on ecosystems creates vulnerabilities and makes
society more sensitive to shocks. Discontinuous changes in ecosystem functions are
associated with a loss of productivity and of ecosystem services. In addition, losing
resilience reduces what economists have termed positive option values of the envi-
ronment. Arrow and colleagues (1995) argue that the loss of ecosystem resilience
and shifts to more unfamiliar states increase the uncertainties associated with envi-
ronmental interactions. In other words, dealing with unfamiliar and undesirable
states involves added (and often unacknowledged) costs. The nature of resilience
and vulnerability is manifest in specific places and resource systems. Hence, these
principles and issues can be examined using various techniques of environmental
geographers. Resilience and vulnerability are also manifest across a range of spatial
and political scales, as discussed below.

What Is a Resilient Community?

The causes of vulnerability are linked across space and time. We have highlighted
how the resilience of social-ecological systems involves multiple facets and changing
parameters. How can we recognise and identify the interlinked stimuli that influence
resilience and vulnerability in a given location? This is a complex issue given the
context- and place-specific dynamics of resilience and vulnerability within diverse
societies. There are also issues about how the concepts of resilience and vulnerability
are applied and understood within different disciplinary traditions. Many of the
problems of their application are revealed if we examine how resilience has been
approached and studied, and how it is manifest at a community level in different
contexts. This section therefore presents two examples which relate and amplify
different components and understandings of resilience, as applied to communities
and how they respond to change.

The first example examines how rural households and communities were able to
respond to the external shock of an ‘economic crisis” and the associated impacts on
livelihoods and resource use in the humid forests of southern Cameroon. In southern
Cameroon, a range of events and changes had profoundly affected rural livelihoods
within the past generation. During the mid-1980s and 1990s, Cameroon faced an
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economic crisis and currency devaluation that led to a significant macroeconomic
reform programme implemented as a so-called Structural Adjustment Programme.
Many public sector agencies were forced to lay off their staff causing widespread
unemployment and reverse migrations from the cities back to rural areas. These
rural areas also faced reductions in real producer prices for agricultural commodi-
ties, shifts in cropping patterns, as well as more intensive exploitation of natural
resources, such as forests, through increased commercial licences to domestic and
international companies.

Brown and Lapuyade (2001) examined the effects of these broad socio-economic
and environmental changes on rural households and showed how the resilience of
different sections of the population was differentiated. Men and women are able to
adapt to changes in quite different ways. For instance, men moved into the produc-
tion of food crops for cash, previously an activity primarily done by women, while
women were found to rely increasingly on food processing as a means of livelihood,
and at the same time, because of greater exploitation of forests, lost traditional
rights of access to non-timber forest products. Women almost unanimously described
the changes as negative, expressing it as ‘maybe this is the end of the world’, whereas
men recognised that although the changes were tough, ‘our standard of living is
improving constantly’. Hence, the multiple stressors of social change and economic
crisis interact to cause particular impacts in time and space.

In rural Cameroon, social and environmental change is experienced very differ-
ently by individuals even within the same household; vulnerability and resilience
are not simply system characteristics, but are also differentiated individually. Social
status and gender both matter. Understanding the political economy of resilience
requires addressing the question of whose resilience counts (Lebel et al., 2006). In
southern Cameroon, men’s and women’s adaptive capacity was acutely differenti-
ated, enabling men to diversify their livelihoods in the face of multiple stressors,
whereas women fell (or rather, were pushed) into poverty traps. Key factors were
their rights and access to resources and markets, which critically affected individu-
als’ adaptive capacity.

A second case highlights the role of perceptions of resilience and vulnerability
and their potential to act as barriers to adaptation. In research on the management
of coastal resources in the light of climate change in the Orkney Islands north of
Scotland, resilience of the social-ecological system was expressed as a culturally
dependent phenomenon, representing the ways in which island life can be sustained
and the communities remain distinct and independent (Brown et al., 2005). It
appears that Orkney Islands have a high degree of adaptive capacity articulated,
for example, by participants in focus groups, highlighted by the voices of Orcadians
in Box 8.1.

Despite the island’s dependence on grant aid and subsidies, residents had positive
perceptions of its autonomy and potential for self-organised local development. The
threat of climate change and the possible impacts and changes already experienced
— greater storm intensities, windier conditions and warmer winters — were seen as
providing an opportunity to enhance independence and sustainability, by encourag-
ing local production on islands instead of relying on inter-island transport and
imports from the mainland which could be at risk from climate change. The explo-
ration of possible responses to climate change reveals that Orkney society has many
attributes associated with resilience. These include, in particular, a continued refer-
ence to shared history and a manifest social memory; sensitivity to environmental
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Box 8.1 Positive perceptions of resilience in the context of future climate
change among residents of the Orkney Islands

‘Generally people here don’t see weather or the movement of the sea as a
problem. It is something to accommodate, accept and work around’.

‘Orkney may need to become more self-sufficient in many food products to
reduce dependence on the importation of stocks’.

‘Orcadians should think ahead to alleviate prospective problems and need to
start planning now’.

Source: Brown et al. (2005) based on field notes taken in 2004-5.

stimuli and an apparently adaptive approach; and anticipatory as well as reactionary
responses.

These examples show that processes of decision making and perception are
important in determining both individual and collective vulnerability and resilience.
Indeed, social psychologists have long made a link between perceived vulnerability
and marginalisation and the actual ability to take positive adaptive action (Satter-
field et al., 2004). In general, we can say that resilient communities are promoted
through integrating features of social organisation such as trust, norms and net-
works. These cultural contexts and local knowledge tend to be overlooked in many
policy interventions that focus simply on economic efficiency of sustainable use of
natural resources. The emphasis in this section on communities and social interac-
tion may, at first glance, appear difficult to reconcile with the systems-based analysis
of resilience in the ecological literature (Nelson et al., 2007). But they are indeed
compatible. A systems approach to communities does not simply focus on the eco-
nomic relations between agents, but is fundamentally concerned with factors such
as inclusivity, degrees of trust and the mental models that individuals hold of the
world and the decisions they face.

Vulnerability and Resilience Across Scales

These examples about the nature of resilience in particular places also show the
multiple scales of analysis required to understand resilience and vulnerability. Often
external forces, such as international development assistance, risks of climate change,
or the vagaries of world commodity markets, are as important as local-scale responses
to change. Vulnerability and resilience are not static phenomena: they can be accel-
erated and amplified by processes of global, as well as local, change. The integration
of the world economy, for example, not only creates new challenges and opportuni-
ties; it also exacerbates trends in vulnerability and contributes to the production
and mitigation of vulnerability in distant places. In one sense, economic integration
and liberalisation have contributed to reduced poverty levels for many millions of
people in the past 30 years, particularly in Asia. As we highlighted above, however,
markets are not a panacea for environmental sustainability: the development of new
markets for ecosystem services challenges existing property rights and institutions
for forests and other resources. Trade liberalisation, while creating opportunities
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for economic growth in some parts of the world, drives ecological resource exploita-
tion in others.

There are, according to Adger et al. (2009), potentially three mechanisms of
interdependence linking vulnerabilities and resilience of socio-environmental systems
around the world. First, there are the linked physical, biological and social processes
that constitute global environmental change. Due to the accelerating and increas-
ingly global nature of environmental change processes, the impacts of environmental
change in one locality are connected to regional and global systems through human
action and response. Some environmental changes involve changes to global systems
such as the carbon and nitrogen cycles involving oceans, atmospheres and land.
Other issues become global concerns, according to Turner et al. (1990), due to the
local effects of trends observed everywhere on the planet, such as local water scar-
city, local habitat fragmentation or degradation or local air pollutants. Of course
these physical and biological processes are themselves interrelated at various scales,
many with crucial thresholds (Scheffer et al., 2001; Steffen et al., 2004). Hence,
global environmental change is a collection of processes that are manifest in locali-
ties, but with causes and consequences at multiple spatial, temporal and socio-
political scales.

Second, economic market linkages are not only tied up with global environmental
change, but can also themselves be a driver of interdependent vulnerabilities. The
processes of global environmental change are indeed amplified by the social, politi-
cal and economic trends of globalisation. Economic policies such as trade liberalisa-
tion and the integration of economies into world markets can make the incomes of
the poor insecure, open to vagaries and price fluctuations, and ultimately more
vulnerable when other shocks and stresses come along. Such places are ‘doubly
exposed’ to social and environmental change (Leichenko and O’Brien, 2008). In
India, for example, both climate change and market liberalisation for agricultural
commodities are changing the context for agricultural production. Some farmers
may be able to adapt to these changing conditions, including discrete events such
as drought and rapid changes in commodity prices, while other farmers may experi-
ence predominately negative outcomes. O’Brien and colleagues (2004) argue that a
combination of biophysical, socio-economic and technological conditions influence
the resilience of places and populations. These factors range from groundwater
availability to literacy, gender equity and the distribution of the proceeds of farming
to landowners and waged labour. Together, these factors suggest which districts are
most and least able to adapt to drier conditions and variability in the Indian mon-
soons and to import competition resulting from liberalised agricultural trade. Inland
areas exposed to high-potential temperature increases and water stress and where
there is an increasing dependency on internationally traded agricultural commodi-
ties are relatively more vulnerable than those where diversity of agricultural produc-
tion is higher. The reduction of landscape scale diversity in crop variety in India
also reduces the resilience of rural communities.

A further important trend is the observed widening disparity in income and access
to resources in many regions of the world including China and the former Soviet
republics. The reasons why inequality is important in terms of environmental deg-
radation and management have been examined by Boyce (2002) who demonstrates
theoretically that in resource-allocation decisions, the unequal power relationships
that are inherent in unequal distributions of wealth lead to undesirable outcomes.
If it is, in general, the powerful who gain most from environmentally damaging
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Figure 8.1 Relationships between the Gini ratio of income inequality and early
indicators of biodiversity loss. (Source: Mikkelson et al., 2007)

activities, then the bargained solution between these winners and the less well-off
losers (sufferers of the impacts of the environmentally damaging activity) will be
skewed towards the benefits of the powerful.

The direct consequences of inequality are difficult to discern, but global patterns
of inequality and ecological vulnerabilities are striking. Figure 8.1 reports the analy-
sis of Mikkelson et al. (2007) showing that societies with more unequal distributions
of income experience greater loss of biodiversity. Figure 8.1 shows the country-level
Gini coefficient of household income inequality (a standard measure of inequality)
in 1989 has a significant power relationship with the number of threatened plant
and vertebrate species in 2004. A 1 percent increase in the Gini ratio for the data
in figure 8.1 is associated with an almost 2 percent rise in the number of threatened
species. Vulnerabilities are transmitted through the mechanisms of skewed land
ownership and lack of accountability. Countries such as Brazil and Malaysia are
prominent in figure 8.1 because where land ownership is also highly skewed, there
are high rates of ecological threat (Mikkelson et al., 2007). Similarly, recent research
on corruption and environmental degradation show similar patterns of loss (Smith
et al., 2003). Many countries have experienced increases in inequality in the past
two decades, despite contested evidence of overall convergence of world income
levels.

The third mechanism of interdependence of social-ecological systems across space
and time is the closer connection between places in the world through movements
of people and resources around the world. This mechanism has several conse-
quences, both positive and negative in terms of vulnerability. Demographic changes
and migration flows produce new forms of sensitivity to risk, while providing some
populations with new opportunities or access to resources that enable them to miti-
gate vulnerability. Population movements in Asia, for example, from lowland to
uplands in Vietnam, and rapid urbanisation in China, Thailand and Malaysia over
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the past decades bring new opportunities and challenges for environmental sustain-
ability. Increasing proportions of very old or very young people in a population,
for example, change the nature of susceptibility to emerging diseases and pathogens.
Informal settlements of migrant populations are often the most vulnerable to hur-
ricanes, landslides and earthquakes (Mitchell, 1999), and, because of the complexity
of cultural integration, addressing these vulnerabilities can themselves produce
challenging policy problems.

The actual movement of resources for energy, food and primary production has
both direct and indirect consequences. The food eaten at dinner tables across the
world, for example, has increasing environmental impact due to energy and fertilizer
inputs, food miles travelled to the table and land use changes associated with new
production because of the flows of commodities and materials. Agricultural and
economic policies in one part of the world have direct consequences on producers
in another part of the world, and the globalisation of consumer tastes is now driving
commodity production and economic decisions in local places. The consequences
of the movement of materials round the world also are increasingly apparent in
bio-invasive species (Perrings et al., 2005), demand for land that leads to habitat
conversion and over-exploitation of species, and even the emergence of new
diseases.

The susceptibility of populations and ecosystems to changes that affect their
resilience in particular places is not only comparable but are actually linked to vul-
nerabilities elsewhere. This is apparent in the realm of human health. Certain sec-
tions of all populations are more vulnerable to emerging diseases than others, but
global interdependence connects these vulnerabilities in new and surprising ways.
Over 30 infectious diseases new to medicine emerged between the mid-1970s and
2000 according to the World Health Organization (see Epstein, 2002). These
include HIV/AIDS, Ebola fever, Lyme disease, a new strain of cholera and toxic
E. coli. In addition, there has been a resurgence and redistribution on a global scale
of well-known diseases such as malaria and dengue fever, both transmitted by
mosquitoes.

The factors influencing the observed emergence of new diseases include urbanisa-
tion, increased human mobility, changing land use patterns and the decline of public
health infrastructure in parts of the world (McMichael, 2001). The emergence in
2003 of SARS (a virus recognised in several animal species that has crossed into
human populations) in South East Asia illustrates the mechanisms for tele-
connections of nested vulnerabilities outlined above. First, the interdependence
of ‘globalised flows’ in this case of people increases the global scope of human
transmission of emerging diseases such as SARS. Second, the underlying environ-
mental drivers are common to the rise of emerging diseases (Ebola fever, SARS and
HIV), the global biodiversity crisis and significant global environmental change
associated with land use.

Infectious diseases such as SARS are transmitted around the world through move-
ments of people. In early 2003, the SARS virus was recorded in Guangdong Province
in southern China. Within a month, it had spread to Vietnam, Hong Kong, Singa-
pore and Canada with over 8,000 cases and almost 700 fatalities worldwide. The
SARS case also highlights another aspect of nested vulnerabilities: the links between
environmental changes and emerging diseases. The cases of SARS were traced back
to individuals who handled animals sold live in food markets in Guangdong. The
SARS virus jumped the species barrier to humans, probably from masked palm civet
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cats and possibly raccoon dogs. Bell et al. (2004) suggest that it is the trade in wild
animals, wrecking havoc with local biodiversity in South East Asia, that causes the
risk and vulnerability in the first place.

Vulnerabilities to SARS are therefore connected with other vulnerabilities through
markets and demographic changes and through biological feedbacks and linkages.
Wildlife trade networks spread not only the risk, but also cause localised biodiver-
sity loss, as new species are exploited and others become scarce. In this way SARS
illustrates the mechanisms that communicate human exposure to disease as well as
the nested nature of global environmental change. Thus, the economic changes
associated with increasing incomes and changing consumption patterns combine
with land use and environmental change to create the conditions for populations
to be vulnerable to emerging diseases (Adger et al., 2009). Globalisation of travel
and economic linkages in this case spread vulnerability of susceptible populations
across the globe and created a global public health crisis.

In summary, the resilience of social-ecological systems is challenged by several
trends in the modern world including rising connectedness of places, declining
diversity of function and even of species in natural and managed landscapes (Young
et al., 2006). It is also challenged by the so-called spatial stretching of systems
of governance to deal with ever more complex issues such as ocean acidification,
fisheries exploitation and climate change.

Conclusions

This chapter has outlined the concepts of vulnerability and resilience, pointed to
their origins in the social and natural sciences, and showed how they are influenced
by geographical factors and observed at various scales. Vulnerability and resilience
have evolved from different disciplines and research traditions. Vulnerability, from
its beginnings, in geography, risk and hazards research, has had a strong focus on
economic and political structures as causes of social vulnerability. Resilience, derived
from ecological sciences, is based on complex systems studies with a focus on adap-
tive capacity and maintaining the ability to deal with future, uncertain change. A
resilience framework provides a dynamic perspective on processes of change within
social and natural systems and the effects of these processes at different spatial and
temporal scales.

Observations of how societies cope with hazards and with underlying risks
show that some elements of society are inherently vulnerable and others are inher-
ently resilient. This chapter highlights two important geographical aspects to this
story. First, the scale at which vulnerability and resilience are observed matters.
Global interdependencies and movement of people, resources and capital mean
that vulnerabilities to change in one place are often linked to unforeseen conse-
quences elsewhere. Second, the elements of where people reside and what they
are vulnerable to are intimately bound up with the places that are valuable to
people.

Of course, resilience and vulnerability to environmental change are neither static
nor passive states. People and biological organisms adapt to changing conditions in
order to make themselves less vulnerable to unforeseen or uncontrollable perturba-
tions or changes. Adaptation by people is categorically different to adaptation in
biological systems in that it can involve significant foresight, and hence, people
adapt in anticipation or in expectation of change.
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From recent research into how adaptation takes place in general, it would appear
that vulnerability can be reduced through adaptation. People and systems are not
passive to the risks they face and adaptation is indeed the norm. If we look at risks
associated with climate change, such as flood risk, property and livelihoods due to
coastal loss of land, planned adaptation is initiated because the benefits generally
outweigh the costs (Adger et al., 2007). But, as we have illustrated in this chapter,
adaptation often does not occur because of the unevenness of adaptive capacity and
the persistence of various barriers to action. For risks such as exposure of elderly
people to increasing heatwaves and extreme heat, which caused more than 30,000
excess deaths in Europe in 2003, vulnerabilities persist despite clear knowledge of
the risks and recognition of the cognitive and economic barriers to addressing
them.

The key message of this chapter is that vulnerability and resilience are important
characteristics of places, people and combined social-ecological systems. Vulnera-
bilities are usually defined in terms of perturbations and changes outside the control
of localities, and hence, usually portrayed as a negative state and something to be
avoided. Resilience, deriving from the ecological sciences, involves the ability to
retain system function and essential character. In some ways, it is the flip side or
antonym to vulnerability. These concepts are embedded in distinct research tradi-
tions, but they are converging over time towards a common agenda that recognises
the place-specific nature of resilient communities, the range of scales that vulnerabil-
ity and resilience can be assessed, and the need to understand the winners and losers
from interventions and adaptations that seek to promote resilience and the capacity
to adapt.
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Chapter 9
Commodification

Scott Prudham

Introduction

The nexus of commodification with environmental change and environmental poli-
tics is of immense and growing interest to geographers and activists alike. There are
several good reasons for this. First, the global criss-cross of commodities via far-
flung networks of production, investment, coordination, distribution, and exchange
leaves behind traces of myriad kinds with important and intertwined social and
environmental implications. This includes by-products such as persistent organic
pollutants, gaseous emissions from combustion and other chemical processes, and
an assortment of organic and inorganic wastes. It also includes ecosystems trans-
formed by and for production, for example, forests converted to plantations for
fibre or other products, and land devoted to agricultural production. Even the city
itself, emerging from dense intersecting networks of commodity production and
exchange, is sustained in part by complex metabolic transformations of biophysical
nature in the production of urban spaces (Cronon, 1991; Gandy, 2002; 20035;
Swyngedouw and Heynen, 2003).

Second, direct forms of the commodification of what we understand as nature
(both non-human and human, it must be said) seem to have proliferated in recent
years. This includes new or reinvigorated commercialisation of discrete resources
from water to fish to seeds to genes (see, e.g., Bakker, 2003; McAfee, 2003; Mans-
field, 2004a; McCarthy, 2004; Swyngedouw, 2003), propelled in substantial measure
by private firms seeking new avenues for the circulation of capital in and through
discrete biophysical processes (Kloppenburg, 2004). Yet, it bears noting, no small
amount of the impetus for this recent acceleration in nature’s commodification
comes from explicit policy prescriptions advocating privatisation and market
exchange as means to better conserve and rationally manage natural resources and
the environment (McAfee, 1999; Liverman, 2004). A proliferation of so-called
‘market-based’” mechanisms in environmental governance has deepened the com-
modification of particular biophysical processes and entities under the influence of
a broad ‘neoliberalisation’ of nature (McCarthy and Prudham, 2004; Heynen et al.,
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2007), including the emergence of carbon offset markets as well as biodiversity
conservation programmes and wetland banking systems (see, e.g., respectively Mac-
Donald, 2005; Robertson, 2006).

Finally, it is not only in the strictly material sense that nature is increasingly
commodified. Rather, what we come to know as nature seems ever more tied to
commodity circuits. From representations of pristine and wild spaces circulated to
sell travel and adventure tourism, to the invocation of pastoral mythologies in the
sale of everything from cheese to wine, and even to scientific representations that
help render biophysical entities alienable and commensurable (Bridge and Wood,
2005; Robertson, 2006), ‘nature’ in the semiotic sense of the term is also subject to
processes of commodification.

In this context, a growing and diverse range of scholarship and activism has
tackled in various ways the commodification of nature, the nature of commodifica-
tion, and the social and environmental implications of commodification. Though I
cannot do justice to this full range, I would argue most of this literature is animated
by various forms of three key questions: (i) What does commodification entail, in
general terms and specifically with respect to nature? (ii) How exactly are discrete
elements of nature (non-human and human, material and symbolic) made to circu-
late in the commodity-form? (iii) What are the interlinked social and environmental
implications of commodifying nature, and of commodification more generally?

Definitions

Despite the ubiquity of commodities and a rich and growing literature on commodi-
ties and commodification, there are in fact longstanding, enduring and important
differences in the ways that these terms are conceptualised and deployed. For
instance, some have invoked more generic notions of commodity as anything that is
exchanged or is exchangeable (e.g., Appadurai, 1986). This expansive sense of the
term implicitly recognises the diverse historical, geographical, and cultural circum-
stances under which peoples have met their needs and desires by means of exchange.
It also suggests (again, somewhat implicitly) that things become commodities through
exchange; thus, ‘commodity’ or commodity-form is an acquired trait (Castree, 2001)
representing but one phase in the ‘complex social life of things’.

Yet, reference exclusively and simply to exchange as the defining feature of a
commodity misses some potentially important distinctions, particularly in a con-
temporary world of seemingly rampant commodification (Sayer, 2003). For some,
then, a crucial role in increasingly far-flung contemporary commodity circuits is
played by money, not least in providing a common metric of value and thus allow-
ing production and exchange to be separated by great gulfs of time and space.
Castree, for instance, defines commodification as ‘. . . a process where qualitatively
distinct things are rendered equivalent and saleable through the medium of money’
(Castree, 2003, p. 278, emphasis added). Similarly, Ben Page (2005) states that
‘...a commodity is an object that is bought and sold with money’ and that com-
modification is ‘. ..the process during which a thing that previously circulated
outside monetary exchange is brought into the nexus of a market...” (p. 295,
emphasis added). And Peter Jackson (1999, p. 96) argues that ‘commodification’
refers . . . literally, to the extension of the commodity form to goods and services
that were not previously commodified’. He goes on to point to the 19th century as
a period of exploding commodification (first and most particularly evident in Britain)
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as the commodity-form became the dominant vehicle by which economic value was
expressed (and made to travel), and the predominant way in which human needs
and wants (i.e., use values) were secured.

An important connotation of Jackson’s notion of commodification is that it
points to interlinked transformations, including in the realms of both production
and exchange. That is, as consumption or demand is increasingly met via exchange,
production becomes increasingly oriented towards exchange. This is perhaps why
economic historian Karl Polanyi, in considering the significance of what he viewed
as modern, market-centred economies, defined commodities °...as objects pro-
duced for sale on the market’ (Polanyi, 1944, p. 75). This is a simple yet subtle
statement that does two things. First it links the dynamics of production and con-
sumption in commodification, seemingly important (as we will see) if we want to
know not only how and why commodities are exchanged, but also something of
where they come from, and how they travel through various stages from inputs of
raw materials and labour, through transportation, storage and distribution, and
ultimately to markets (and waste disposal!). This is important to note not least
because overly singular focus on the realms of either production or exchange has
been a consistent source of tension in the commodification of nature literature, and
in the literature on commodities more generally.! Second, however, Polanyi’s decep-
tively simple framing implicates a shift towards economic production increasingly
motivated by or for exchange. This shift has profound implications. The significance
of production motivated increasingly by exchange has long been noted, including
in the writing of Aristotle, in the work of numerous classical political economists
(including Adam Smith and Karl Marx), and of course by Polanyi. This lineage of
thought views with suspicion economic production driven primarily or even exclu-
sively by the pursuit of profit and money as ends in and of themselves (rather than,
for instance, commodity exchange purely as an outlet for surplus production), and
this is a concern evident in more popular and pejorative invocations of the term
‘commodification’ (see, e.g., Booth, 1994; Sayer, 2003).> Whether one shares this
normative concern or not, historically, the notion of commodification *...as a
change from producing what previously or otherwise might have been simply use
values to producing things for their exchange value’ (Sayer, 2003, p. 343) points to
a sociological transformation particularly apparent in and an important feature of
capitalist political economies.

Synthesising these observations, and recognising the need to consider what might
be distinct about the complex socio-spatial and institutional networks of contem-
porary commodity circuits in an increasingly integrated global economy, we might
usefully define commodification as interlinked processes whereby: production for
use is systematically displaced by production for exchange; social consumption and
reproduction increasingly relies on purchased commodities; new classes of goods
and services are made available in the commodity-form®; and money plays an
increasing role in mediating exchange as a common currency of value. And given
this, it might be useful to consider two distinct moments in commodification. The
first of these is the development of relations of exchange spanning across greater
distances of space and time (market expansion) or stretching. The second is the
systemic provisioning of more and more types of things (goods and services) in the
commodity-form, or deepening (see figure 9.1).*

Note here in particular that an emphasis on commodification suggests dynamism,
change, and process, pointing to transformations always more (or less) in a state of
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Figure 9.1 Commodification as integrated processes of stretching and deepening,
including the increasing commodification of biophysical nature (i.e., the circulation of
discrete socio-natures in the commodity-form).

flux and transition (Castree, 2001). Despite evident tendencies, there is a diversity
of ways in which discrete goods and services come to be produced, circulated and
exchanged in the commodity-form, shaped in part by the material and discursive
character of what is being commodified, as well as the geographical and historical
context in which these processes occur. In no way does any of this imply that there
is a single path to commodity status (this is a particularly important theme in the
commodification of nature literature). Moreover, and as I return to below, the
process-oriented valence of commodification suggests the possibility of reversal, and
thus of (de)commodification (Page, 2005; Sayer, 2003).

Capitalism and Commodification

No one has proposed — not even Karl Marx — that commodities and processes of
commodification are in and of themselves unique features of capitalist political
economies. Nor is it true that all of the commodities circulating in our (more than)
capitalist world are produced and exchanged under the auspices of the private
sector, profit driven economy. States, for instance, clearly produce commodities
(given the definitions above), not least via state-owned companies, utilities, etc. (e.g.,
electricity, water, public transportation services). One can even trace complex his-
tories of energy and water service delivery which ebb and flow between state and
private provisioning, and yet which remain commodified in important respects
throughout (Bakker, 2005; Page, 2005). And it is quite clear that the historical
origins of far flung commodity regimes — e.g. the sugar trade (Mintz, 1985) — are
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just as much tied to the emergence of capitalism as they are products of this
emergence (Wolf, 1982).

Even still, conceptualising commodification serves as an invitation to consider
what differences, if any, characterise the development of a system of generalised
commodity production and circulation in a capitalist political economy. Many
scholars have chosen to make this distinction, though not all for the same reason.
Marx, for instance, while recognising that commodities predate capitalism, also
theorised commodification under capitalism as a switch from the mercantilist sale
of commodities to secure money to buy commodities (represented in the abstract
by C-M-C) towards the outlay of money as capital to produce commodities in order
to sell for more money-capital (M-C-M’). Marx argues that this represents an
important transition towards a more generalised system of commodity production
and exchange, one whose culmination is in many ways signified by the commodifi-
cation of labour, or what he called labour-power.

Why mark this transition and the emergence of ostensibly commodified labour,
particularly if our primary interest is in environmental geographies of commodifica-
tion? At one level, the commodification of labour-power, that is, the development
of markets in labour and the emergence of large numbers of people (indeed the
majority in capitalist societies) who work for wages in order to secure their own
social reproduction (as well as to satisfy all manner of aspirations necessary and
otherwise) is pivotal to the deepening of commodification mentioned above. This
is because the availability of people to work in a wider and wider range of com-
modity producing sectors is tied in turn to the economic demand created by these
same people who buy what they need (and want) to live. From this perspective,
it is hard to imagine the generalised character of commodification, including the
commodification of nature in various respects, without considering the character of
wage labour and the labourers themselves who comprise a primary, though by no
means sole market for commodities. Food provides an excellent example, since it
is only the existence of large numbers of people who cannot or do not produce their
own food that allows food to be produced primarily in the commodity-form. More-
over, as numerous scholars in the agrarian and food literatures have observed, the
shifting dynamics of labour markets over time (e.g., the entry of large numbers of
women into the labour force in industrialised countries since about the middle of
the 20th century) are tied directly to the commodification of food (e.g., the increas-
ing sale of pre-cooked and pre-prepared meals) (Guthman, 2002).> This is in one
sense a specific example of a more fundamental connection between the commodi-
fication of labour-power through the emergence of wage labour, and the commodi-
fication of land in so much as the latter entails separation of labour from ‘land’
broadly understood (Polanyi, 1944; Marx, 1977). However, these should not be
understood as stages in the prehistory of capitalism but rather as systemic tendencies
that continue to be manifest in a variety of guises (Kloppenburg, 2004; Glassman,
2006).

A second reason to mark the commodification of labour-power and the histori-
cally and sociologically distinct character of M-C-M’ — again particularly empha-
sised by Marx and many Marxist scholars — is that it is integral to an account of
the uniquely dynamic and growth oriented character of capitalist production and
capital accumulation on an ever-expanding scale. The extraction and reinvestment
of surplus (signified by a positive difference between M” and M) fuels a restless drive
to reproduce and expand the scale and scope of commodification via stretching and
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deepening in order (i) to provide outlets for the productive capacity of this expanded
capital; and (ii) to renew conditions of profitability eroded by capitalist competition.
Commodification under capitalism thus entails the proliferation of circuits (includ-
ing biophysical ones) through which this capital as value-in-motion may flow. This
in part propels the restless, growth driven logic of capitalist political economies,
with important geographical implications, including a tendency to expand and
rework the space economy (Harvey, 1982; 1985), and with it, to make and remake,
transform and ‘produce’ nature (Smith, 1984; 1996). These tendencies are manifest
in demands for greater and greater amounts but also more and more different kinds
of raw material inputs while at the same time generating waste products (typically)
on an expanding scale and in frequently novel forms.® All of this gives capitalism
its own specific form of socio-natural metabolism (Foster, 2000), distinct ways in
which biophysical nature is appropriated, made and remade.

Commodification and/of Nature

All that said, considerable recent scholarship in geography and related fields has
examined the commodification of specific natures as a sort of collective ‘special case’
based in part on the ‘difference’ that biophysical processes make in shaping and
conditioning trajectories of commodification (e.g., Bridge, 2000; Sayre, 2002;
Bakker, 2003; Prudham, 2005). At a basic level, the idea here is that the commodi-
fication of any particular ‘nature’ relies on ecological production processes whose
subordination to the realm of market-coordination can only ever be partial. One
might say further that this includes both non-human and human nature, in as much
as the reproduction of labour-power by market coordination alone is a project in
the commodification of human nature (as bodies, as identities, etc.) and is, similarly,
a dubious if not impossible project.

These seemingly basic observations underpin Polanyi’s (1944) argument that
labour and nature can only ever be fictitious commodities. According to Polanyi,
nature and labour are special categories of commodity in that they are not literally
produced exclusively or even primarily for sale. For instance, if we consider non-
human, biophysical nature, ecological functions of myriad kinds remain clearly
important in the provision of all manner of environmental inputs and services, and
these are only incompletely coordinated by social decision making, including market
coordination (see discussion and elaboration in Prudham, 2005). Recognising this
basic fictitiousness points to all manner of problems with calls to privatise nature
and to extend markets in order to meet environmental objectives. If nature is only
a fictitious commodity, then market coordination in the allocation of environmental
goods and services can only ever be partial. And this is so not only because of what
we might call strictly ‘objective’ constraints (i.e., that formally economic production
relies on all manner of formally non- or extra-economic production whose complete
subordination to the market is simply not possible) but also because of subjective
concerns having to do with social struggle over the allocation of biophysical nature
(i.e., that quite apart from the physical impossibility of subordinating biophysical
processes wholly to the price mechanism, ‘society’ in the broadest sense will never
accept this politically) (O’Connor, 1998). The creation of markets in water, for
instance, can give rise to or reinforce the separation of large numbers of people
from reliable access to water (Smith, 2004). This in turn can violate commonly held
sensibilities concerning rights to water which are perceived to trump commercial,
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market driven allocation, making the commodification of water a political flash-
point (Page, 2005; Bakker, 2007). This is an example, however, of ways in which
‘the economy’ is socially embedded via notions of a moral economic order that
governs the social allocation of nature as a set of entitlements (Thompson, 1971;
Scott, 1976; Booth, 1994). These kinds of arguments present rather fundamental
difficulties for the utopian ideal of markets as a sole means of allocating goods and
services (Polanyi, 1944).

The lineages of these observations are broadly evident in a recent literature which
examines the contradictory and highly specific ways in which non-human nature is
made to circulate in the commodity-form. Considerable scholarship has explored
the various ways in which highly specific, lively and unruly, material and contested
‘natures’, including water (Bakker, 2003; Swyngedouw, 2005); fish (McEvoy, 1986;
Mansfield, 2003); trees (Prudham, 2003; 2005); wetlands (Robertson, 2006); fossil
fuels and minerals (Bridge, 2000; Bridge and Wood, 2005); genes (McAfee, 2003);
organic foods (Guthman, 2002; 2004), etc. are extracted, cultivated, refined, pro-
cessed, represented and made to circulate in the commodity-form, and with all
manner of political and ecological implications. A common thread in the literature,
echoing Polanyi, is that there is nothing ‘natural’ about nature’s commodification.
Rather, considerable work is required on various fronts to circulate nature in the
commodity-form.

For instance, one key theme in recent literature concerns the ways in which com-
modification actually turns on the apparent dissolution of important qualitative
differences in the rendering of distinct things equivalent or commensurable. Castree
(2003) refers to this as abstraction, a process by which systematic representations
dissolve the specificity of things (any specific things) in favour of their aggregation
into classes of things. A good deal of work along these lines has been inspired by
William Cronon’s (1991) book Nature’s Metropolis, and in particular, a chapter
on wheat called ‘A Sack’s Journey’. Cronon traces a series of technological and
organisational innovations underpinning the emergence of Chicago as the premier
market for wheat in the United States during the 19th century. He examines in
particular how the convention of transporting wheat in sacks from individual farms
gave way to aggregation, allowing more efficient transport in rail cars, mass storage
in grain elevators, and highly fluid forms of exchange including sophisticated futures
markets. For Cronon, a key and socially mediated development was the conversion
of continuous differentiation in wheat quality into discrete categories or grades of
wheat that sold at different prices corresponding to standardised grades. These
grades helped dissolve the specificity of wheat and the farms from which it had been
shipped in individual, identifiable sacks. Perhaps the chapter’s most compelling line
of argument is that the expansion of Chicago’s wheat market, with all this entailed,
could not have occurred had the abstraction of wheat not allowed for it to be
aggregated in ways that replaced the sack but still made wheat ‘legible’ to buyers
and traders.

This and work along similar lines suggests that acts of representation and in fact
what might be called social relations of abstraction are necessary in order for dis-
crete things to be rendered commensurable and exchangeable, particularly where
money is involved. A curious feature of abstraction, however, is that difference is
both dissolved (as kernels with different characteristics are lumped into the same
grade) but also renegotiated and reproduced in legible forms, e.g., as discrete grades
of wheat. Without this, the complex circuits of material and symbolic exchange in
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Figure 9.2 The Normalbaum (literally normal tree or forest) idealized as a set of dis-
crete, even-aged forest stands in various stages of regrowth after harvesting. This is
the abstracted ideal of 20th century, scientific, sustained yield forestry and has been
critical to making forests legible, which in turn enables their rational conversion to
wood based commodities. Such scientific representations, whatever else they may
accomplish, facilitate the abstraction of timber and indeed whole forests from specific
social and ecological contexts, making them commensurate across space and time and
thereby enabling exchange and commodification to proceed. Reprinted with permis-
sion from Demeritt (2001).

wheat or any other large-scale market could simply not occur. Similar processes and
arguments could be inferred from the commodification of many biophysical inputs,
from grades of logs and lumber to oil (typically indexed by price and quality to
regional variants, e.g., Saudi crude). Moreover, the abstractions that underpin far-
flung exchanges tie the commodification of nature to systems of representation more
broadly - including weights and measures but also natural science — as regimes of
calculation and expertise that more generally make nature and territory ‘legible’ and
governable (Scott, 1998; Mitchell, 2002).

David Demeritt (2001), for instance, examines the development of key techniques
for representing forest resources in the context of 20th century American scientific
forest management, including via the uptake of the concept of the Normalbaum or
‘normal forest’ from the European tradition of scientific forestry (see figure 9.2). As
Demeritt argues (drawing on the conceptual work of Timothy Mitchell and Michel
Foucault), these representations allowed the liquidation but also conservation of
forest resources in America to become (or at least appear to be) calculable and
coherent socio-ecological projects; they thus underpinned the emergence of state-
centred forest management as a form of governmentality (literally the conduct of
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conduct). Equally, however, these representations facilitated the abstraction of
timber and indeed whole forests from specific social and ecological context, making
them commensurate across space and time and thereby enabling exchange and com-
modification to proceed. While these processes of ‘statistical picturing’ are hardly
innocent of power relations (Prudham, 2007b), they also have material effects
beyond consolidating managerial expertise and commodification processes. Rather,
and as Demeritt also observes, abstraction away from the specificity of forests is
also complicit in the production of ecologically simplified forests in the image of
the abstraction, while also tending to downplay social contestation of access to and
control of forests as social spaces (see Robbins, 2001; Braun, 2002).

Emphasis on the systematic representations that underpin abstraction highlights
complex cultural and political processes by which nature as a set of sign-values is
made to circulate in or attendant with the commodity-form, which in turn is pro-
ductive of prevailing conceptions of nature itself on an increasingly widespread if
not global scale (Smith, 1984; Braun, 2006). Morgan Robertson (2000) has inter-
rogated some of this sort of representational ‘work’ as it has applied to the circula-
tion of wetlands as exchangeable commodities under the US wetland banking
system, with a focus on the articulation of environmental science and the commodi-
fication of nature. Since the early 1990s, development in wetlands has required a
permit from the US Army Corps of Engineers, often granted on the condition of
offsets or mitigation. This has propelled the development of systems of commensu-
rability in wetland services. Entrepreneurs began building, restoring, or saving wet-
lands and applying for certification from the Corps in order to then sell the wetland
‘credits’ to would-be developers. “Thus was born wetland mitigation banking: the
first successful market in ecosystem services defined as such, rather than (as in the
case of air- pollution credits) defined in conventional units of weight or volume.
Though still a small industry it is experiencing geometrical growth in membership,
and has captured the imagination of those who promote market-led environmental
policy’ (Robertson, 2006, p. 372). Robertson (2006) pays particular attention to
the role of scientists in certifying wetlands, and in monitoring the status of wetlands
in the programme. Teams of ecologists are enrolled to make scientific judgements
about commensurability using what are called Rapid Assessment Methodologies
(RAMs!). As Robertson writes, ‘RAMSs function as instruments of translation
between science, policy, and economics. . . . Early in the development of wetland
banking it was recognized that the commodity to be traded must be defined in a
way that maintained a consistent identity across space and time. . . . This task must
be accomplished before any market can function, not just markets in ecosystem
services’ (Robertson 2006, p. 373, emphasis added).

All this in mind, it is important to remember that abstraction is not sufficient for
commodification to occur, nor is exchange the only nor perhaps even most salient
feature of commodification. Consider, for instance, Cronon’s narrative about wheat.
While he dwells on the construction of new categories of wheat’s representation
and the concomitant expansion of the Chicago wheat exchange, there is no discus-
sion of processes of farm consolidation, changing agronomic practices, proletari-
anisation, and rural to urban migration in the context of a rapidly expanding wheat
market. Instead, one might well argue that as powerful as Cronon’s insights remain,
he ends up re-inscribing what Marx called the ‘fetish of the commodity’ by focusing
narrowly on commodities as exchange-values unto themselves (see the next section
on fetishism). In a useful review and synthesis, Castree (2003) argues that there are
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in fact six distinct but inter-related moments in the commodification of nature,
including not only abstraction, but also privatisation, alienability, individuation,
valuation, and displacement.” Picking up on some of these points, Bakker (2005)
argues for careful distinctions between privatisation, commercialisation and com-
modification. These are useful insights provided that they not be seen wholly as
separate categories of social action. Privatisation schemes, for instance, are fre-
quently as integral to commodification and the development of far-flung exchange
as are processes of representation and abstraction, and these schemes are often sites
of contradictory imperatives and intense contestation and social struggle (Mansfield,
2004b; 2007). Moreover, privatisation struggles are pivotal moments tied (directly
or indirectly) to processes of accumulation by dispossession (Harvey, 2003; Glass-
man, 2006) and in this respect are not formally distinct but relational moments in
the commodification of nature (Prudham, 2007a).

Commodity Fetishism, Labels and Alternative
Commodity Circuits

One of the most commonly noted features of commodities in the contemporary
world is that it is by no means obvious even to curious consumers where commodi-
ties originate and what kinds of social and environmental inputs went into their
production and circulation. From a normative and ethical standpoint, this means
that it is not obvious what kinds of activities are being supported and reproduced
via the purchase of commodities. As David Harvey (1990, p. 423) put it ‘[t]he grapes
that sit on supermarket shelves are mute; we cannot see the fingerprints of exploita-
tion upon them or tell immediately what part of the world they are from’. Complex
relations of transformation, circulation and exchange sever . . . materially and sym-
bolically the connection between producing exchange and use values . .. masking
the qualitative social and environmental relations of production’ (Kaika and Swynge-
douw, 2000, p. 123). This phenomenon, and specifically, the tendency to reify com-
modities as things in and of themselves (with a concomitant tendency for commodities
to take on values somewhat independent of their production and circulation) was
termed the ‘fetishism’ of the commodity by Marx (1977, p. 165).8

This idea of the commodity fetish remains a quite powerful notion for scholars
and activists interested in commodification processes. At a basic level, and despite
different takes on the idea of fetishism per se, a desire to understand the complex
trajectories and valences of commodities has animated a rich literature and social
activism concerning the ‘lives’ of commodities, including their geographies, moti-
vated in part by a sense that the spatio-temporal displacements of commodity pro-
visioning — whether conceptualised in terms of chains, networks, or circuits — are
becoming more complex in a globalising world (Winson, 1993; Gereffi and Korze-
niewicz, 1994; Hartwick, 1998; Leslie and Reimer, 1999; Robbins, 1999). Much
of this work seeks not only to document and understand, but also to transform
relations of exploitation in realms of production (e.g., Harvey, 1990; Hartwick,
1998; Hartwick, 2000; Mutersbaugh, 2004). In this sense, commodity chain and
commodity circuit analyses offer strong complementarities with life-cycle assessment
methodologies developed in the physical and engineering sciences, seeking to docu-
ment the full range of relations and practices that propel commodities, including
ecological inputs and lifetime environmental impacts from production, circulation,
and disposal.
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All that said, the fetishism idea is not without its critics. One problem is that
aggressive invitations to get ‘past’ or ‘behind’ the veil of the fetishism of commodi-
ties in order to unmask them — as for example explicitly advocated by Hartwick
(2000) and Harvey (1990) — run the risk of assuming that the origins of com-
modities are unambiguous and also that the ‘facts’ of exploitation and ecological
degradation can speak for themselves (Jackson and Holbrook, 1995; Jackson, 1999;
2002; Page 2005). However, highly complex trajectories and displacements of even
single commodities in the contemporary international economy (see Dicken, 1998)
suggest that ‘origins’ are multiple and not at all obvious. Indeed, the proliferation
of production sites serving mass markets in seemingly generic commodities shows
considerable geographical variation, so much so that the geography and politics of
production cannot be read backward simply from commodities (Leslie and Reimer,
1999). Moreover, power, agency, and decision-making capabilities are often dis-
tributed in complex, dispersed and contradictory ways across networks linking
commodity production, distribution and consumption (Marsden et al., 1996; Fried-
berg, 2004). In some ways, then, commodity chains and circuits do not have clear
end points; they merely proliferate, requiring careful analytical and political choices
in the conduct of commodity chain analyses and campaigns.

In addition, it is not always apparent what political and ethical commitments,
judgements, and actions will or should attend the revealed origins of commodities.
Indeed, despite commodity chain analyses that provide a “. . . critique of consump-
tion founded on geographical detective work . . . highlighting the connection between
producers and consumers’ (Hartwick, 2000, p. 1178), it is not necessarily clear what
changes in consumption or production practices ought to follow from this work.
Instead, political action requires difficult choices to be made, including between
contending forms of social liberation and exploitation among commodity produc-
ers, and sometimes between social and ecological dimensions of enhanced sustain-
ability (Mutersbaugh, 2004). Is it socially just, for instance, to choose to reduce
food miles by eating locally and truncating food trade if this means depriving distant
peasants and farm-workers of their livelihoods in globally integrated food produc-
tion and distribution circuits (Friedberg, 2004)?

On these and related issues, there is much to draw on from a wide ranging
literature that has exploded in the last decade or so concerning the complex geo-
graphical and cultural character of commodities and commodity circuits/networks,
sometimes referred to generally as the ‘commodity cultures’ or ‘geographies of com-
modities’ literature. This literature is not restricted to questions concerning the
commodification of nature, and rather is more broadly concerned with the prolifera-
tion of the commodity-form, the complexity of commodity chains/networks, the
articulation of culture and economy in and through commodities, and importantly,
the complex cultural meanings of commodities and mass consumerism (for useful
reviews and commentary, see Jackson, 1999; 2002; Bridge and Smith, 2003; Castree,
2004).

One of the points of contention in this literature is the use (misuse?) of the fetish
idea. Some have argued that a focus on fetishism is essentially elitist and pedantic,
placing all-knowing scholars (and presumably fair trade activists) above more or
less duped consumers (see also Jackson, 2002). Notwithstanding that this is argu-
ably a rather hollow caricature of the fetishism idea as originally formulated by
Marx, it at least serves as a useful caution against elitist condemnations of everyday
consumption practices. And it leads to the important point that consumers and a
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politics of (mass) consumption must not be dismissed or disregarded (Miller, 1998;
Jackson, 1999). Research on commodity circuits (e.g., Le Heron and Hayward,
2002) and commodity cultures shows instead that consumption is a domain of
struggle and contestation, and that forms of cultural learning and of both solidarity
and emancipation can also emerge in and through a politics of consumption (Jackson
and Holbrook, 1995; Jackson and Taylor, 1996; Jackson, 1999; Johns and Vural,
2000; Sayer, 2003). Through this lens, consumption becomes a site of tremendous
political importance, including in forging the very links between otherwise discon-
nected people (e.g., via the transnationalisation of food and diet) that can easily be
overlooked in the rush to get behind commodities and consumption (Cook and
Crang, 1995). The commodity cultures literature draws attention to the imagined
geographies that can and do circulate with commodities as powerful and productive
sources of knowledge about the world (Domosh, 2006). Some of these may well be
highly dubious and even manipulative (e.g. think of the utopian Valley of the Jolly
Green Giant from whence your vegetables ostensibly emerge, or the smiling
campesino Juan Valdez picking your perfect coffee bean). And social learning and
liberation achieved via the consumption of capitalist commodities will always be
fraught (Jackson, 2002).” But these imagined geographies are in and of themselves
important cultural facets of commodification, and cannot be ignored even if and
when they tend to promote homogenous, flatter worlds of ‘McDonaldisation’.

All of this only further reinforces that commodification always entails interwoven
material and semiotic processes (Robertson, 2000). In fact, debates about the cul-
tures of commodities and the implications of fetishism and commodity displace-
ments highlights an important but sometimes overlooked aspect of commodity
fetishism. Increasing displacement from points of social and ecological production
together with the sheer proliferation of the commodity-form attendant with com-
modification implies that the ‘meaning’ ascribed to commodities becomes potentially
more malleable. That is, the very reification of commodities becomes a powerful
and productive facet of commodification itself. This is consistent with Marx’s pro-
vocative description of the proliferation of value in the commodity-form as a process
that “. . . transforms every product of labour into a social hieroglyphic (Marx, 1977,
p. 167). This almost mystical character of commodity fetishism provides not only
an invitation to ‘get behind the fetish’ as it were, but also to ‘get with the fetish’ in
the sense of coming to terms with the production and reproduction of meaning
through commodification. Thus, recognition of the tremendous cultural significance
of commodified meanings has led some to talk of fetishism in terms of the dreams,
desires, and wish images that come to be attached to and circulate with commodi-
ties. As Kaika and Syngedouw put it ‘[t]he fetish character of commodities often
turns them into objects of desire in themselves and for themselves, independent from
their use value’. Drawing on the work of Walter Benjamin and Susan Buck-Morss,
they continue that it is the “...very “estrangement of commodities” that makes
them capable of becoming “wish images”. Commodities do not only carry their
materiality, but also the promise and the dream of a better society and a happier
life> (Kaika and Swyngedouw, 2000, p. 123).'° For them, a specific example is found
in the production of coherent notions and wish images of urban modernity which
become attached to and signified by highly fetishised technological networks. Some-
what ironically, even though a major facet of these networks is the metabolic
transformation of biophysical nature constitutive of the production and reproduc-
tion of urban space (e.g., in storm and sanitary sewers, drinking water distribution
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and storage, energy systems, etc.), the networks themselves come to embody a wish
image of the ‘urban’ defined, in part, as that which is distinct from and an improve-
ment on ‘nature’.

The wishes, desires, and dreams of imaginary geographies that circulate with
commodities brings us to scholarship and activism seeking explicitly to transform
the socio-ecological character of commodity chains and networks in part by taking
hold of the sign values of commodities. This is a central facet of ethical, fair and
organic production, and trade campaigns seeking more equitable and sustainable
material practices in part through the propagation of standards, labels and the like.
While these labelling schemes always aim towards some form of greater trans-
parency, as well as a mix of enhanced social justice and ecological sustainability
in commodity circuits, they do not eliminate fetishism per se; they rather seek to
simultaneously rework both the material and semiotic aspects of commodities
(Goodman, 2004).

And in this, consumer education campaigns around better and worse choices of
commodity purchases reflect the power that consumers and a politics of consumption
can and do have to effect change (see, e.g., Johns and Vural, 2000; Le Heron and
Hayward, 2002). Broad-based scholarship and international networks of social
activism pursue these goals in part by forging and sustaining connections that span
production and consumption, linking disparate human and non-human actors in
commodity circuits via mechanisms such as fair, ethical, organic, and sustainable
trading regimes, and with wide-ranging implications for the geographies of produc-
ing and circulating nature in the commodity-form (McCarthy, 2006). This includes
for instance, the development of forest certification schemes which define and seek
to support more socially and ecologically sustainable forestry through the certifica-
tion of wood products, schemes that have had considerable (though contested)
impacts in forest commodity networks (Morris and Dunne, 2004; Klooster, 20035;
2006; Stringer, 2006). It also includes a plethora of food labels and certification
schemes (e.g., organics) that both reflect and reinforce a widespread cultural and
political re-signification of food in recent years, resulting in reworked relations
among production and consumption for scholars, activists and ‘foodies’ alike in
conventional and alternative food networks (Watts et al., 2005; Winter, 2003). These
dynamics also establish new lines of struggle and contestation as both the form and
content of labelling and certification schemes become subject to contending social
pressures, on one hand seeking to uphold rigorous standards of social justice and
ecological sustainability, and on the other, to hollow these out in favour of light green
glosses on conventional, more profit-driven practices (Guthman, 2007).

(De)Commodification Redux

Whatever the outcome of such struggles, it has become clear that the search for
alterity in commodity circuits must confront both material and representational
practices. Important challenges and dilemmas remain. Can the fetishism of the com-
modity ever really be enlisted and sustained for the purposes of more socially just
and environmentally sound production and consumption relations and practices?
Put succinctly, and paraphrasing Guthman (2002), what is the relationship between
‘commodified meanings’, alternative or otherwise, and ‘meaningful commodities’
(i.e., more sustainable in a robust sense of the term)? How can resignification
schemes overcome the challenge of displacement? Nowhere is the threat of a
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narrowing of the progressive promise of meaningful commodities more apparent
than in organic food commodity circuits, which, absent certain prescribed chemicals
and farm practices, look more and more like conventional, industrialised food cir-
cuits every day. Transforming the social relations of agricultural production, ques-
tioning productivism (including a full range of questionable growing practices), and
providing high-quality nutritious and safe foods for everyone remain not only in
question, but may actually be undermined by increasing market shares for organics
(Guthman, 2003; 2004). More and more, the dynamics of organic food markets
seem subject to the systemic processes of competitive commodity production under
capitalism outlined succinctly by Kloppenburg (2004). As Mutersbaugh (2004)
shows, for instance, struggles over the symbolic and material dimensions of certified
coffee indicates an ever-present danger that labels will be co-opted, eliminating
provisions for genuinely fair trading, including viable economic returns for inde-
pendent and co-operative peasant producers.

These are not merely ephemeral, contingent and sector specific issues but rather
deep, structural challenges to alternative commodity networks. Recognising them
need not mean rehearsing tired debates between structure and agency in the evolu-
tion of commodity chains, agricultural or otherwise. Alternative commodity circuits
have costs associated with them, not least administrative costs associated with
certification (including in governance and enforcement). Who will bear the brunt
of these costs (Mutersbaugh, 2005)? Is it socially just if only the more affluent con-
sumers of the world can afford alternative commodities? Moreover, it is in the very
nature of displacement and commodity fetishism in the context of competitive,
capitalist economies that threats are ever present to more just and benign commodity
circuits from competitive profit and rent seeking behaviour. Competition between
labels and certification standards, for instance, can confuse consumers while placing
downward pressure on standards via price-based competition. Even within labels,
efforts to sustain and increase profits in commodity production regimes that remain
largely capitalist (or are in competition with capitalist commodities in the same
sectors) leads to systemic pressures to compromise, presenting a particular challenge
to voluntary labelling and certification schemes (see, e.g., Klooster, 2006; Guthman,
2007). These observations are not meant to cast aspersions on efforts to forge
alternative, fair, ethical, and more environmentally benign commodity circuits; quite
the opposite. They are meant to reflect realistic assessments of the social (not merely
technocratic) challenges involved in establishing and sustaining networks of ethical
commitment that are frequently transnational in scope (Goodman, 2004). Maintain-
ing these networks requires organising and solidarity, but also new relations of
production, representation and governance that allow diverse actors from across
commodity circuits — including workers, peasants, environmentalists and consumers
— opportunities for meaningful participation in lasting coalitions. These efforts
reenforce the need for political relationships in search of alternative commodity
circuits to span the same range as those circuits themselves. And this is one more
reason for scholars and activists alike to critically engage with the complex dynamics
of commodification in a robust and polyvalent sense of the term, from inputs, to
production, to distribution and to consumption.

A final word about decommodification. One of the appealing features of the term
commodification is its inherently dynamic connotation. This can be interpreted
teleologically to imply that everything, eventually, will be commodified, including
our own bodies, and the earth, air and water around us. There are depressing trends
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that indeed point in these directions; yet it is important to recall the observation
noted above that commodities, or more accurately, the commodity-form of things
is not inherent to them. Commodities are made, not born. The commodity-
form, put differently is really just one phase in the complex lives of things and ideas
(Appadurai, 1986). Even in the conventional world of commodities produced exclu-
sively for sale by profit seeking capitalist firms, commodification is tenuous, incom-
plete and ephemeral, not monolithic, complete or necessarily lasting. As Sayer
(2003) intriguingly discusses, consumption is a form of de-commodification in so far
as it reverses the ontology of things from exchange-value back to use-value. Using
the same term, but in a different way, Henderson (2004) has argued that the circuits
of value and of commodities in a (more than) capitalist political economy — and thus
of commodification — are incomplete and ‘leaky’. Even things produced exclusively
as exchange-values in order to meet social needs and aspirations via the money
economy can have politically charged, unpredictable lives, including mundanely
enough in Henderson’s discussion, canned food donated as surplus to food banks
for relief. One implication then, is that commodified food produced for exchange-
value ends up politicising (as opposed to depoliticising) the social allocation of food.
A similar line of reasoning might well be applied to myriad environmental concerns
linked to the commodification of nature, e.g., the mountains of non-biodegradeable
and often toxic waste unevenly distributed across the globe and linked to consumer
culture as the detritus of commodification. These represent simultaneously material
and semiotic processes of decommodification that draw attention to the limits of
commodification as the domination of exchange-value in production, and of some
of the limits of displacement in the provision of social needs. Likewise, efforts to
achieve fair, ethical, organic or otherwise alternative commodity circuits invoke
questions about the limits of commodification, or alternatively, of the degree to
which decommodification constrains or bounds the domination of exchange-
motivated production. This is not so much about whether or not things are com-
modities, but the degree to which commodification has taken hold of their social
allocation, and what a politics of commodification has to say about that.
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NOTES

1. For a discussion of how some of these issues have unfolded in the agrarian and food
literatures, for example, see (Goodman, 2002; Guthman, 2002; Whatmore, 2002;
Winter, 2003).

2. 'This critique has been accompanied by a parallel concern with consumption as an end
in itself, as opposed to for the provision of need, as for example, with so-called status
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10.

or external goods, and more generally, with the emergence of the consumer society and
consumption as a measure of social worth — see Sayer (2003).

I use this term throughout the essay. At one level, it merely denotes that the provision
of discrete objects and ideas has come to occur, at least in significant measure, via com-
modities produced primarily for sale, and thus that these ‘things’ are increasingly avail-
able in the commodity-form. At another level, it expresses the increasing importance of
commodities as vehicles for the circulation and expression of value in a capitalist
society, and thus for value itself to take the commodity-form.

These terms are productively discussed by Lysandrou (2005) in a paper interrogating
globalisation as commodification, but he draws on Marx’s analysis of the specificity of
capitalist commodification, particularly in Volume 2 of Capital.

I would like to stress here that my point is not to reify the preparation of food as inher-
ently women’s work, but rather to simply observe historically that much of this work
did indeed fall to women in western households, and that as women have become wage
workers in increasing numbers, and as two-wage households have become more
common, this has been accompanied by important shifts and evidence of deepening in
the commodification of food.

One thinks, for instance, of a range of novel synthetic organic and inorganic chemicals
produced during the 20th century for a variety of purposes whose toxic legacy, famously
chronicled by Rachel Carson (1994), is still unfolding.

I do not discuss all of these here, but instead recommend a careful review of Castree’s
(2003) paper. Briefly, privatisation is the creation of new and exclusive forms of prop-
erty claims over discrete bits of nature allowing them to be transferred between exclu-
sive owners. Alienability refers to the often taken-for granted physical but also cultural
processes whereby it becomes possible to sever bits of nature from sellers. This is related
to but not wholly synonymous with ownership. Castree offers the example of internal
organs, which may be owned but not easily (or painlessly) sold. Individuation is also
closely related, and refers to the physical and cultural process of divorcing discrete
things or entities from their social and ecological context. Valuation should also be
reasonably familiar but refers to the socially mediated processes whereby value(s) are
assigned, including monetisation, as well as (and conversely) how things become vehi-
cles for the circulation of value. Finally, displacement is the most inherently geographi-
cal notion at play here, though by no means is it only a geographical process. This
refers to the effects of time and space distantiation as commodities undergo complex
transformation en route from producers to consumers and in ways that make it difficult
for consumers to perceive the social and ecological relations, which underpin commod-
ity production and circulation. There is a close conceptual link with fetishism (see
below).

Marx writes specifically: ‘In order, therefore, to find an analogy, we must take flight
into the misty realm of religion. There, the products of the human brain appear as
autonomous figures endowed with a life of their own, which enter into relations both
with each other and with the human race. So it is in the world of commodities and
with the products of men’s [sic] hands. I call this the fetishism, which attaches itself to
the products of labour as soon as they are produced as commodities, and is therefore
inseparable from the production of commodities’ (emphasis added).

Indeed, as Jackson (2002, p.15) notes in a largely sympathetic review, a danger in
‘... literature on commodity cultures has been to become overly fascinated with the
spectacle of consumption and its liberating possibilities, to examine discursive and rep-
resentational aspects of commodities and their meanings without attending to how these
are produced, much less to explore in what ways consumption too underpins not just
social and cultural difference but culturally inflected social differentiation’.

On commodity fetishism and desire, see the discussion in Page (2005) concerning water
in the commodity-form.
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Chapter 10
Earth-System Science

John Wainwright

The Origin of Earth-System Science

With over 283 academic references on the ISI database and about 185,000 hits on
Google by early 2008, the topic of Earth-System Science has clearly had a major
impact. This impact has been significant across a range of disciplines, principally
environmental science, ecology, meteorology and atmospheric science and geology
(figure 10.1). It has had impacts on disciplines as diverse as psychology, neurosci-
ence and education and a notable feature of these references is the range and inte-
gration of different subject areas. Some authors have even used the concept to bridge
ideas of science and religion (Primavesi, 2000). By its very (problematic) definition,
Earth-System Science brings in a broad range of disciplines and allows them to
interact. However, the fact that the term exists outside or across current disciplinary
boundaries has often been the source of controversy, uncertainty and suspicion
(e.g., Turner, 2002). In this context, is it possible to define how the term came about
and to evaluate whether it is — as some have claimed — a new science, or rather the
repackaging of some older ideas?

The first specific use of the term ‘Earth-System Science’ in the literature was by
Francis Bretherton (1985) in the Proceedings of the Institute of Electrical and Elec-
tronics Engineers. At first glance this may appear to be an unusual source for anyone
interested in environmental geography, but it must be remembered that the Proceed-
ings carries a number of papers on remote sensing — indeed, the title of Bretherton’s
paper is ‘Earth System Science and Remote Sensing’. The underlying rationale for
developing Earth-System Science (henceforth ESS) was two-fold. On the one hand,
there is an altruistic desire to integrate and mobilise scientific endeavour to tackle
pressing problems of anthropic environmental and climate change (note that this
paper pre-dates the establishment of the Intergovernmental Panel on Climate Change
by three years). While challenging the tendency of scientists to pursue various, typi-
cally reductionist, disciplinary research approaches, Bretherton does not make a
proscriptive statement of what ESS should be:
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Figure 10.1 Citations in the ISI database as of early February 2008 employing
the term ‘Earth-System Science’. Each of the 283 different references can be cross-
referenced into one or more subject areas — the average number of subject areas
covered by each paper is 3.4.

The very attempt to articulate an intellectually coherent structure across a field so broad
is itself perilous, and the implicit claim to influence over the future advance of knowl-
edge is bold, to say the least. Yet that is the challenge of Earth System Science, and
this contribution is intended in that spirit, as a foil to debate and a spur to action.
Many of the judgements expressed here may be poorly considered or misleading, and
important aspects may have been overlooked. If individuals are stimulated to correct
these errors, to fill in pieces of the puzzle, or simply to express opposing views, this
survey will have served its purpose (Bretherton, 19835, p. 1119).
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Despite that methodological agnosticism, the desire for greater integration does
highlight the importance of modelling in order to render the problem of ESS
manageable:

For a situation as complex as the earth, model[l]ing has a critical role. Only by reduc-
ing qualitative perceptions to quantitative formulas is it possible to communicate ideas
effectively across disciplinary boundaries and to analyze the subtle interactions and
feedback loops which control the overall functioning of the system. It may well be that
a complete numerical model of the whole system is never constructed and, unless firmly
grounded in observation, the results of such a model are assuredly debatable. Neverthe-
less, experience shows that the attempt to identify its essential features can help focus
critical issues, and maintain the perspective and balance which are essential in a
program[me] aimed at overall understanding. (Bretherton, 1985, p. 1119)

This model is presented as a pair of systems diagrams (figure 10.2) that aim to repre-
sent a way of analysing global change on a decadal to centennial timescale by divid-
ing the Earth system into a physical climate system and a biogeochemical cycling
component. Bretherton notes that these two components are actually relatively
weakly coupled in the model and goes on to point out four major caveats with
respect to the systems diagrams. First, the diagrams — and hence model of ESS — are
specific to research objectives, and it is these objectives that control the scale of
representation. In the particular case presented, there is a very explicit timescale as
well as a global spatial scale. Secondly, the representation is descriptive and not
functional and thus does not make claims to completeness. Thirdly, although
strongly affected by and having major impacts on the Earth system, humankind is
regarded as external to it. Fourthly, there is an assumption that the Earth system can
be defined in terms that are deterministic, and thus, predictable, even though parts
of the system — e.g., weather and climate — are known to exhibit chaotic behaviour.
We will return to the implications of these caveats later in this chapter.

On the other hand, Bretherton’s paper provides a methodological statement
about the need to employ remote sensing as a way of informing and testing the
suggested approach. He highlighted five roles of remote sensing that needed to be
developed. First, it provides the necessary global synoptic coverage and shifts
emphasis from relatively disconnected point measurements that characterised a
number of scientific approaches. Secondly, ESS forces a rethinking of algorithms
employed in remote sensing because of the complexity of extracting a signal that
can be meaningfully used in the parameterisation and testing of models. Thirdly,
the emphasis within ESS is on change and therefore the need for ongoing measure-
ments, with remote sensing being the most cost-effective way of doing so. Fourthly,
ESS should promote better practice for integrated data management to understand
what is going on in different spectra and thus to characterise different parts of the
Earth system simultaneously. Fifthly, there was a need for more training to remove
remote sensing from the minority role it had at the time. The extent to which these
five roles have been addressed will be considered later.

Of course, such developments could not occur in a vacuum. They would need
significant funding initiatives, international cooperation and data exchange, and
mechanisms for linking research with governmental and industrial requirements.
Bretherton’s paper reflected a major US initiative that included efforts from NASA,
NOAA and the National Science Foundation, together with inputs from the US
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Figure 10.2 The Earth-System Model of Bretherton (1985): (a) is a general schema
intended to provide the structure for understanding the drivers of change over decadal
to centennial timescales; and (b) is an attempt to provide more detail of the ways the
physical climate system and biogeochemical cycles are made up and interact. It was
apparently familiarly known as ‘the wiring diagram’ by the team from the ESS Com-
mittee of the NASA Advisory Panel that defined it.



EARTH-SYSTEM SCIENCE 149

Geological Survey (USGS), Department of Energy, and State Department, as well
as data from Defense Department satellites. Notwithstanding the latter, the aim
should be ‘to build a truly international approach’ and in so doing ‘must avoid
even the appearance of military or economic overtones’ (Bretherton, 1985, p.
1126). To evaluate the possibility of these statements, we need first to consider the
underlying development of these ideas in institutional, academic and broader
contexts.

The Evolution of Earth-System Science

Given this impressive mobilisation of US institutions, it is perhaps surprising that
Bretherton is a UK national. A Cambridge-trained applied mathematician, he
worked extensively on problems of fluid dynamics, atmosphere and ocean models.!
He became Director of the US National Center for Atmospheric Research (NCAR)
in 1974, taking on an administrative role until 1980, when he became research-
active once again in the NCAR Oceanography section. In 1983, he was invited to
chair a committee to evaluate how NASA could best restructure to develop an
‘Office of Space Science and Applications’ that would enable the organisation to
carry out Earth Observation activities most effectively. Having tried polite refusal,
he was finally convinced to steer what became known as ‘The Earth System Sciences
Committee’. The committee was composed of 15 other members, from the fields of
meteorology, atmospheric chemistry, ionospheric physics, physical oceanographry,
marine biology, plant ecology, soils and vegetation interactions, agronomy, cryol-
ogy, geology, geophysics and space-based instrumentation, together with a repre-
sentative from NASA. The choice was deliberately restricted to the natural sciences
and hydrology was not included as the scientists identified for the committee were
unavailable.

The committee first met in early 1984 and agreed on the need to investigate the
complex interactions of the Earth system in order to quantify the impacts of human
activities in relation to natural variability. Bretherton’s mathematical background
led to a focus on modelling approaches. The involvement of NASA underpinned
the interest in remote sensing, but notwithstanding their input, there were formida-
ble institutional issues inasmuch as NOAA were responsible for weather satellites,
and even LANDSAT, which was developed by NASA, had its data distributed by
the USGS. It was also important to involve the National Science Foundation, which
funds university-based research. Such institutions would need to be convinced their
long-term involvement was important despite more rapid changes in staff and in
the politicians holding the purse strings. Support would be needed from the general
public and professionals in the academic and research institutions to ensure success.
At the same time, the international nature of the endeavour would require integra-
tion under the umbrella of credible organisations such as the United Nations and
World Meteorological Organization. Following an encouraging progress meeting
with the NASA Advisory Council, the Committee met in full in June 1984 in Char-
lottesville, Virginia and quickly agreed on the need to engage other organisations,
such as NSF and NOAA, to secure the necessary cooperation.

At the same time, a modelling subgroup met on two occasions to develop what
the ESS model should look like. For example, what components it should contain
and how they were interconnected? How should processes that operated on very
different timescales be interrelated? The outcome of the second meeting in Jackson
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Hole, Wyoming, was the system model that was subsequently published in Breth-
erton (1985) and is reproduced here as figure 10.2. It was subsequently the centre-
fold of the Overview report of the Committee, published by NASA in May 1986
(Earth System Sciences Committee, 1986). The Overview report was the result of a
further full committee meeting at Orcas Island, Washington in June 1985. It presents
the overall scientific background to the question of ESS and makes both general and
specific recommendations for how progress should be made. A press conference to
launch the report was organised with major consequences; the opening statement
of the report being “We, the peoples of the World’ as an echo of the opening of the
UN Charter. As a result — perhaps combined with a little environmental serendipity
— the US Global Change Research Program (USGCRP) was introduced by President
Reagan as a Presidential Initiative starting from financial year 1989 (see below).
The Earth System Science Committee is now the Earth System Science and Applica-
tions Advisory Committee and meets biannually to discuss NASA strategy (ESSAAC,
2008).

The idea of ESS thus had a strong institutional focus within the governmental
and non-governmental research organisations in the USA, and a strong disciplinary
focus within various approaches to applied mathematics in the environment. To
what extent can the science within ESS be considered to be novel? Von Humboldt’s
1845 work Kosmos states ‘the word climate, however, refers to a specific nature
of the atmosphere; but this nature depends on the continuous interplay . .. with
the heat radiating dry earth which is covered by forest and herbs™* (cited in Scheffer
et al., 2005). At its simplest level, this statement reflects the representation of climate
and biogeochemical cycles inherent in the formation of ESS. Other work in the
1890s by Arrhenius and Hogbom also demonstrated an understanding of similar
interactions (Heimann, 1997). Clifford and Richards (2005) suggest that as well
as von Humboldt, Huxley’s work in physiography also reflects an early forerunner
to the holistic approach of ESS. As well as Lovelock’s Gaia theory (of which, more
will be discussed later), they point to the importance of the development of systems
approaches in geography — especially the work of Chorley and Kennedy (1971)
and Bennett and Chorley (1980) — grounded in the work of von Bertalanffy and
followers in general systems theory, and of parallel (and much earlier) developments
in ecology and agronomy and forestry (v. Chorley and Kennedy, 1971, pp.
88-90).

For some, ESS has simply taken (or borrowed or stolen, depending on the
perspective) the mantle of systems-based physical geography. Interestingly, this
perception may have spread more widely, as noted by the following author, who
is based in the Department of Geological and Environmental Sciences, at Stanford
University:

Earth systems science is actually twenty-first century geography: it encompasses
the study of the environmental physical and life sciences and engineering, coupled
with an analysis of human constructs and political and economic policies. It employs
space-age technologies to identify, measure, and manage diverse global databases
that serve as a framework and foundation for a coherent discipline. (Ernst, 2000,
p. 520)

Another author, this time from the Department of Biological Sciences at Stanford
makes similar points:
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The subject called ‘physical geography’ was once taught to general students in
many universities. Now it is almost an endangered species; few institutions still have
geography departments, and the average contemporary undergraduate — even those
studying scientific subjects — would be unable to say what is encompassed by the
subject.

For those concerned with the vital matter of environmental quality, physical geog-
raphy is a core discipline. It attends to the structure and character of the local and the
global habitat: landforms, temperature, soils, and climate. It examines the way in which
those physical factors determine the pattern of occupancy by living systems — that is,
it seeks explanations for the spatial distribution of species of organisms, and of the
development, through their interactions, of ecosystems. Finally, it attempts to explain
how humans have settled on the land and have used it. Dressed up in a more modern
name, physical geography is Earth systems science. (Kennedy, 2000, p. 13)

Notwithstanding the explicit borrowing of general systems theory during the
quantitative revolution of the 1960s and 1970s, such claims about the intellectual
debts of ESS to physical geography do not withstand scrutiny. As an example,
Chorley and Kennedy (1971, pp. 82-93) discuss the ‘solar energy cascade’, which
can be seen as a direct parallel to the bicameral atmosphere-biogeochemical
cycles approach of ESS. Figure 10.3 illustrates this division very clearly. However,
this version of the model is focused on the energy and water components — largely
in order to make specific predictions about catchment hydrology. It contains
little in the way of biogeochemical linkages with the atmosphere. Such concerns
did not feature much in physical geography before the 1990s. One reason,
perhaps, was the increasing reductionism of research in physical geography from
the 1970s onwards, often with an aim related to environmental management;
ESS aimed explicitly to be holistic, to develop understanding, and thus, to guide
policy.

The best interpretation is probably one of parallel development from similar
backgrounds. Chorley was well aware of the climate-modelling literature (the first
edition of Atmosphere, Weather and Climate written with Roger Barry was pub-
lished in 1968), while Bretherton was director of the US National Center for Atmo-
spheric Research (NCAR) from 1974. Climate modelling was part of the NCAR
remit from its inception in 1959 (UCAR, 1959) and experience with overseeing the
development of the NCAR climate model had a strong influence on Bretherton (pers.
comm.).

This idea of a holistic approach is part of the underlying rationale for ESS:

Though the specific requirements differ in each case, rational treatment of each such
issue [of environmental change] depends on an understanding of many different com-
ponents of the global environment and the interactions between them, and appreciation
of the functioning of the system as a whole. This fundamental knowledge, rather than
the isolated issues themselves, is what consititutes Earth System Science (Bretherton,
1985, pp. 1118-9).

Clifford and Richards (2005) criticise this outward holism of ESS. They use com-
plexity theory to suggest that there are many ecosystem features that cannot be
accounted for in terms of energetics or biogeochemistry. While undoubtedly true of
the original structure of ESS, it is not clear that this critique applies universally.
Indeed, many ecological models working within the complexity theory remit do deal
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with such ecosystemic characterisics as emergent properties of energetics of biogeo-
chemical models. Likewise, their complaint about the absence of social interactions
within ESS, while perhaps applicable to the work subsequently inspired by ESS, also
misrepresents the original aim of ESS, which deliberately excluded the human sphere
(see above). The issue here is one of the naif, initial representation of ESS. If it is
to be used in policy formation, the social context cannot be ignored, and the use
and abuse of models and their results must be considered (Oreskes et al., 1994;
Demeritt, 2001). It is not clear, though, that this use is the same as ESS having
‘hegemonising tendencies’ (Clifford and Richards, 2005, p. 381). In their argument
for a pluralistic approach to social science, Clifford and Richards are remarkably
restrictive about what is permissible within social science, and indeed, about the
question of whether ESS is one approach or many. The central issue is whether ESS
has to be a model of everything, everywhere, all the time. Clifford and Richards
argue that ESS must be, and thus argue that it is unscientific on the grounds that it
cannot affect closure on any question (in the sense that any research can come to
a well-defined result unaffected by the lack of defined boundaries to the research).
The initial vision of ESS expressed in Bretherton (1985) is much broader. It notes
that different science questions will need to employ different formulations relating
to explicit and implicit spatial and temporal scales. No model can live up to the
everything, everywhere, all the time goal (see Wainwright and Mulligan, 2003), so
this argument is something of a straw man.

A more serious case for the appropriation of physical geography approaches
under the banner of ESS comes from the discipline of geology (or Earth Science for
locations where that nomenclature has been seen to be more politic). There have
been a number of institutions, courses and individuals who have imported the
‘systems’ into ‘Earth science’ for a range of motives. For example, the textbook of
Merritts et al. (1997, p. 10) called Environmental Geology: An Earth System Science
Approach suggests that ESS is a natural successor to a sequence of approaches with
illustrious protagonists. First came ‘The Dawn of Science’, with Ptolemy and Aris-
totle, second ‘The Scientific Revolution’ of Newton, Steno, Kepler, Galilei and
Copernicus, third ‘The Age of Earth and Evolution” with Curie, Darwin, Lyell and
Hutton, and fourth ‘The Plate Tectonics Revolution” with McKenzie, Morgan, Hess
and Wegener. The fifth step of ‘Earth System Science’ is interestingly #not carried
out by scientists with geological track records; in this case, the examples given are
Rowland’s work on CFC emissions and the ozone hole and Lovelock’s work on
Gaia theory. Merritts et al. define a single Earth system comprised by various
subsystems, or ‘spheres’ (litho-, pedo-, hydro-, bio- and atmo-), and including
humans and their actions. Skinner et al. (1999: first edn 1995) and Ernst (2000,
p. 525) also use a very similar terminology, which would not be out of place in any
physical geography text since Chorley and Kennedy (1971). The same development
is seen in the evolution of the influential text of Press and Siever. The 1982 edition
of Earth uses the ‘Earth Machine’ of plate tectonics as a structuring element; systems
only explicitly appear on page 40 as ‘time-rock units’. Press et al. (2004) use systems
terminology throughout. Systems are ‘what comes after plate tectonics’. The text-
book by Ernst et al. (2000) is related to an elementary course at Stanford called
‘Introduction to Earth Systems’, developed since 1993 with a philosophy that is
‘problem-focused, not discipline-focused’ (Ernst et al., 2000, p. vii). The emphasis
is on finding ‘appropriate ways to integrate high-quality disciplinary work from
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several fields. Although scholars from various disciplines may study the Earth locally
— in a tax district, a volcano, a thunderstorm, a patch of forest or a test tube — Earth
systems scientists put the accent on “systems”, the multiscale interactions of all these
small-scale phenomena’ (Schneider, 2000, p. 5). The emphasis is clearly on holism
via stitching together all the reductionist components.

This appropriation of ESS into geology is intriguing, given Bretherton’s (1983,
p. 1122) statement that ‘though part of the Earth System, basic geology and geo-
physics are not directly relevant on these timescales [the 10,000 years of heightened
anthropic impacts on the environment| except as aids in interpreting drainage and
soil patterns’. Arguably, the redefinition of geology as Earth-Systems Science is
about repositioning that discipline in a post-oil economy against a background of
dwindling and closing departments. It is for this ‘brand’ of ESS that the arguments
of Clifford and Richards (2005) more clearly hold. The same may probably be said
with regard to their argument about ‘hegemonising tendencies’, or at least homoge-
nising tendencies. This point can most clearly be seen by the attempt to standardise
undergraduate education in ESS by a series of fixed templates and syllabus sugges-
tions (NASA/ESRA, 2007).

Life on Earth-System Science?

The second major component of Bretherton’s (1985) blueprint for ESS is the bio-
sphere. He states that ‘global model[l]ling on decades to centuries is dominated by
the changes in surface temperature and precipitation and by the sensitivity of pho-
tosynthesis and respiration by planets [sic] and phytoplankton to these and to the
concentration of CO, in the atmosphere’ (p. 1124). Dutton (1987, p. 311) further
emphasises the role of biological processes, noting the need for ‘theoretical and
empirical studies necessary to provide a dynamical systems representation of the
biological processes and biogeochemical cycles that clearly link the systems together
and provide important feedbacks and modifications of the entire planetary environ-
ment’. He suggests that it is more likely that local process studies will provide an
adequate basis for this work given the lack of theoretical biological work to provide
such an underpinning. Theoretical biologists, however, would probably beg to
differ.

In parallel to these suggestions, the disciplines of ecology, hydrology and geo-
morphology at least were already recognising the need for trans- or interdisciplinary
work. An early example was Eagleson’s seven-paper magnum opus on the links
between vegetation and hydrology (Eagleson, 1978a-g), which has recently been
elaborated in book form (Eagleson, 2002). Ecohydrology has been steadily develop-
ing as a research focus (Baird and Wilby, 1999; Newman et al., 2006). Similarly,
in the field of geomorphology, Viles (1988) and Thornes (1990) provided collections
of papers reflecting the interactions between biological and geomorphic processes.
The papers of Viles’ biogeomorphology are very much based on specific environ-
ments and often limited in terms of large-scale feedbacks. Thornes’ work on vegeta-
tion and erosion also links back to earlier papers that develop an integrated modelling
approach (e.g. Thornes, 1985; 1988) but again with a scale that is essentially that
of the hillslope. A third parallel might be seen in the development of landscape
ecology. Originally, a term used by the German biogeographer Carl Troll in the
1930s, the idea was developed as a way of investigating the effects of spatial pattern
on ecological process among ecologists in the 1980s (Turner et al., 2001). Often
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this work is focused on the practical needs of environmental management and
practitioners sit across the disciplinary boundaries of (bio-)geography and
ecology.

Two things characterise these parallels. First, despite the work across disciplines,
they still maintain a relatively disconnected approach. In some respects, this discon-
nectedness relates to the restricted spatial scale of observation (Eagleson’s attempts
at global ecohydrology notwithstanding), while in others it relates to the lack of
development of strong interdisciplinary ties, or ties that are seldom more than
bilateral. Secondly, these strands of Earth-surface research were not well connected
to work on the atmosphere, which would be central to the ESS project. In part, this
disjuncture is due to the decline of exposure to atmospheric sciences. They are
decreasingly taught within geography departments — due to their perception as being
difficult or too mathematical — and never really had a home within biological
science. A notable exception again is the work of Eagleson, coming as it does from
a heavily mathematical, engineering perspective in hydrology. However, there have
been other key exceptions. Raymo’s work on the linkages between plate tectonic
activity, weathering and CO, release to the atmosphere causing feedbacks that
potentially produced the Quaternary glaciations (e.g. Raymo, 1994), shows arche-
typal ESS interactions, even if it does operate on much longer timescales. Charney
(1975), working from a meteorological perspective, pointed out the significant
potential feedbacks between vegetation and climate in the Sahel. More recent work
has tried to develop this theory, generally from a hydrological or environmental
science focus, but including the atmospheric linkages (e.g. Entekhabi et al., 1992).
The key outcome seems to be that modelling studies (e.g. Xue and Shukla, 1993;
Claussen, 1997; Zeng et al., 1999; Zhou et al., 2007) support the theory, while
observations, including remote sensing (e.g. Jackson and Idso, 1975; Wendler and
Eaton, 1983) find problems with it.

These examples suggest major weaknesses with the argument that ‘ESS is physical
geography’. Physical geographers have tended to have an overly reductionist focus
that has led them to concentrate on very small-scale processes without linking them
back to the larger scale. They also tend to lack the appropriate tools for the model-
ling approach to ESS given the quantitative paradox (that statistics are a require-
ment while mathematical modelling is considered a minority interest) inherent in
the syllabi of many university departments. Church (1998; 2005) has discussed the
appropriation of ESS into mainstream geology and its implications for physical
geographers, especially geomorphologists, from a similar perspective. That geomor-
phologists may have missed the boat seems inexcusable to Church, given that the
boat was moving at continental drift pace.

To what extent can ecologists be said to have fared any better? Given the bicam-
eral definition of the ESS blueprint, ecological work should inform understanding
of the behaviour of the whole Earth system in detail. Nitta (1994) described an
early example of how an experimental facility might be used to inform the function-
ing of the biosphere elements of ESS. Notwithstanding a major conference on using
understanding of linkages between plants and the atmosphere over geological tim-
escales in late 2001 (Pataki, 2002), some limited work on forest carbon (White and
Nemani, 2003) and the limited ecohydrological and landscape ecological work dis-
cussed above, ecology as a discipline seems as unimpressed with ESS as geographers
have been. A recent major review of plant response to CO, changes (Korner, 2006)
totally fails to mention ESS.
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As mentioned previously, a number of authors have chosen to highlight Love-
lock’s Gaia theory as a principle way of linking biosphere and whole-Earth behav-
iour. Given that it was first defined in 1972, it clearly pre-dates the initiative of the
ESS Advisory Panel. Equally, however, it was influenced by the work of NASA - in
this case, Lovelock’s work to define methods for detecting life on Mars by looking
at atmospheric chemistry. In its first formulation, the theory is defined by
suggesting:

that life at an early stage of its evolution acquired the capacity to control the global
environment to suit its needs and that this capacity has persisted and is still in active
use. In this view the sum total of species is more than just a catalogue, ‘The Biosphere’,
and like other associations in biology is an entity with properties than the simple sum
of its parts. Such a large creature, even if only hypothetical, with the powerful capacity
to homeostat the planetary environment needs a name; I am endebted to Mr. William
Golding [the novelist] for suggesting the use of the Greek personification of mother
Earth, ‘Gaia’.

As yet there exists no formal physical statement of life from which an exclusive test
designed to prove [sic] the presence of ‘Gaia’ as a living entity. Fortunately such rigour
is not usually expected in biology and it may be that the statistical nature of life
processes would render such an approach a sterile one. At present most biologists
can be convinced that a creature is alive by arguments drawn from phenomenological
evidence. The persistent ability to maintain a constant temperature and a com-
patible chemical composition in an environment which is changing or is perturbed if
shown by a biological system would usually be accepted as evidence that it was alive.
(Lovelock 1972, p. 579)

The article goes on to produce such statistical evidence, and two further papers
(Lovelock and Margulis, 1974; Margulis and Lovelock, 1974) developed the idea
in much more detail. A series of books (e.g. Lovelock, 1979; 2000; 2006) did much
to popularise the idea.

Kirchner (1991; 2002) has provided some of the strongest critiques of Gaia
theory and the slipperiness of its central homeostatic principle. In particular, he
differentiates a ‘weak Gaia’ hypothesis, in which life is said to create a more suitable
environment for itself, from a ‘strong Gaia’ hypothesis in which the entire planet is
considered as a single organism. Kirchner (2002) believes that such approaches ‘may
be useful as metaphors but are unfalsifiable, and therefore misleading, as hypothe-
ses” (p. 393). Lovelock (2000, p. 271) has dismissed the arguments of Kirchner’s
first paper as ‘sophistry, not science’ but fails to refute the claims directly. Others
have taken on the mantle in trying to test the weak form of Gaia (notably Lenton,
2002; Lenton and Van Oijen, 2002; Lenton and Wilkinson, 2003), although both
Volk (2003) and Kirchner (2003) have suggested that they have tended to be selec-
tive with the evidence and to focus only on cases where biological activity has tended
to stabilise the Earth system.

For present purposes, two important issues arise from this debate. First, propo-
nents of strong Gaia present an argument that is non-scientific — at least in strictly
Popperian terms. Given that the ESS blueprint was essentially underpinned by criti-
cal rationalist thinking, often with explicit aims of future prediction, the two
approaches are incompatible. Weak Gaia, on the other hand, is testable and indeed
has rarely been challenged in that it is not too distant from ideas of Humboldt,
Huxley and many others since. This form is not incompatible with ESS, but has
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tended to focus on feedbacks that support the theory. As Kirchner has pointed out,
this approach assumes only responses tending towards equilibrium are possible,
which is both incorrect and assumes that all systems must reach a stable equilibrium
through feedbacks (see Bracken and Wainwright, 2006, for a similar demonstration
of this fallacy in geomorphological thinking).

Secondly, there is the extent to which Gaia has a teleological requirement. Such
a requirement is clearly evident in the quotation from Lovelock (1972), although
his later books tend to present a steady distancing from this more ‘New Age’ per-
spective. Teleological Gaia was certainly not a part of the original ESS blueprint,
although the environmental problems due to feedbacks from human activity were
a central concern. In his latest book, The Revenge of Gaia, Lovelock (2006)
addresses this same theme directly from a Gaian perspective. He also explicitly
equates ESS and Gaia — most clearly in the glossary, where he notes that ESS ‘differs
from Gaia theory only because it has not had time to digest the mathematical con-
sequences of the union between the Earth and life sciences, the most important of
which is that self-regulation requires a goal’ (p. 162). It is hard to avoid reading
this statement as teleological and thus concluding that Gaia is not the same (nor
even a subset of) ESS as commonly perceived. In a parallel argument, Huggett (1999)
has also concluded that Gaia is not a good replacement for the concept of
biosphere.

Ground Control to Major Tom?

As noted above, one of the key elements of ESS, not least because of its original
definition within the NASA Advisory Committee, is that of remote sensing:

Effective discussion of these [environmental] problems requires an intellectual frame-
work and a long-term program[me] of research and observations which transcend the
traditional boundaries of the disciplines in Earth Sciences. The framework must be
firmly grounded in the realities of knowledge about the physics, chemistry, and biology
of the processes involved, yet must articulate a vision of how this understanding can
fit together into a coherent whole. . .. Remote sensing is but one (albeit an expensive
one) of several critical tools, and it is vital to keep the vitality of the science and the
integrity of the whole endeavo[u]r clearly in view, at the same time as cultivating of
the community of interest with more immediate applications of the instrument and
data types. (Bretherton, 1985, p. 1119)

A central question then is whether the practitioners of remote sensing have risen to
the challenge. Stoms and Estes (1993) provide an early example in the literature of
a manifesto for remote sensing to tackle the issue of biodiversity monitoring. This
topic has seen a lot of development in the remote sensing literature (e.g. Williams,
1996; Innes and Koch, 1998; Soberon and Peterson, 2004; Duro et al., 2007),
although there is little explicit reference to an ESS framework. Bretherton specifi-
cally highlighted the need to improve estimates of evaporation from the oceans and
evapotranspiration as modulated by vegetation cover over the land surface. An early
response was the First International Satellite Land Surface Climatology Project
(ISLSCP) Field Experiment (FIFE), which carried out experiments at the Konza
Prairie field site in Kansas in 1987 and 1989, with subsequent campaigns up to
1995 (GEWEX, 1995; Hall and Sellars, 1995). There also followed the influential
paper of Qi et al. (1994), which attempted to produce an improved empirical
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method of assessing vegetation cover by taking background soil characteristics into
account.

Such approaches were important in planning the new Earth Observing System
(EOS) satellite launches, in particular the Moderate Resolution Imaging Spectrora-
diometer (MODIS) instruments launched by NASA (Justice and Townsend, 1994;
Running et al., 1994). The design of the MODIS (2008) ‘products’ shows a clear
commitment to delivering data that fit into the ESS design criteria, as well as having
broader uses. There have been considerable technological inputs into improving the
collection and delivery of relevant datasets (e.g. Vetter et al., 1995; Arnavut and
Narumalani, 1996; Hyman, 1996; Wanner et al., 1997). NASA has an ongoing
commitment to the development of sensors and applications within the scope of
ESS (NASA, 2007; ESSAAC, 2008) at least up to 2025 (King and Birk, 2003).
Certainly, remote sensing is now routinely used in the parameterisation of general
circulation models (e.g. Feingold and Heymsfield, 1992; Webb et al., 2001; Suzuki
et al., 2004) that have informed studies of ongoing and potential future anthropic
climate change. The ESS linkage of climate and biogeochemistry is explicitly recog-
nised in the Intergovernmental Panel on Climate Change Fourth Assessment (IPCC,
2007). While ESS has certainly played a role in facilitating these developments, it
could also be argued that the global scale of climate studies necessitates such a satel-
lite-based approach and so would have occurred (eventually) anyway.

One of the emphases in remote sensing science has been on developing new
‘products’. Despite efforts to target a ‘market’ of ESS and other users, there often
tends to be too little integration across disciplinary barriers. The issue is probably
still largely a lack of communication from the two sides. This communication aspect
is a major issue for the mathematical modelling approach to ESS, which assumes
that all aspects of the Earth system are reducible to mathematical description. Many
‘products’ are still heavily empirical and highly calibrated, and the potential for
transferability from one context to another is still poorly understood. The market
metaphor is also quite literal in many cases. For example, while many of the MODIS
products are freely available, ASTER data produced from the same satellite platform
must be bought. The US approach to freedom of information has been useful in the
democratisation of data as suggested by the Dublin Agreement on access to envi-
ronmental information (INFOTERRA, 2000) and indeed the ‘we, the people of the
World’ pronouncement of the ESS Committee (1986). The use of complex models
parameterised from these data is not likely to be a broadly democratic process until
computer power increases significantly, but at least data can be freely found to assess
changing global conditions. The same freedom of information can still not be said
of data funded by UK taxes, however.

Paydirt?

One success of the NASA blueprint for ESS was to bring a considerable level of
resource into the study of related phenomena. In particular, the US Global Change
Research Program (USGCRP) was introduced by President Reagan as a Presidential
Initiative starting from financial year 1989 as a direct response to the NASA report,
although the introductory document for the programme suggests that the interven-
tion of environmental phenomena (‘the discovery of the Antarctic “ozone hole” and
the 1988 North American drought’) may have helped produce the decision (Com-
mittee on Earth Sciences, 1989, p. 1). The USGCRP was set up with three objectives:
‘1. Establish an Integrated, Comprehensive Monitoring Program[me] for Earth
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System Measurements on a Global Scale’; 2. Conduct a Program[me]| of Focused
Studies to Improve Our Understanding of the Physical, Chemical, and Biological
Processes that Influence Earth System Changes and Trends on Global and Regional
Scales’; and ‘3. Develop Integrated Conceptual and Predictive Earth System Models’
(pp. 12-13). These objectives follow very directly from the recommendations of
Bretherton (1985) and the Earth System Sciences Committee (1986). Funding was
initially $133.9M in the 1989 financial year, increasing to $190.5M in 1990. By
far, the largest proportion of this funding (87 percent in 1989) was intended for
basic research. By 1995, the total budget had risen to $1827.7M, although the
actual increase is inflated by inclusion of the NASA space-based observing budget
(of $815.5M), which is not incorporated in the earlier figures. Nevertheless, the
value does represent a considerable increase in research funding, which despite some
real-term decreases remains very substantial, with $1,505M in 2006 (all figures
from reports on the USGRCP website).

Not wanting to be left out, the UK Natural Environment Research Council
(NERC) announced an ESS initiative of its own from 2001, following the appoint-
ment of John Lawton as Chief Executive in 1999. Lawton (2001, p. 1965) published
a paean to ESS in Science noting that:

ESS as the discipline that deals with our planet as a complex, interacting system. ESS
takes the main components of planet Earth — the atmosphere, oceans, freshwater, rocks,
soils, and biosphere — and seeks to understand major patterns and processes in their
dynamics. To do this, we need to study not only the processes that go on within each
component (traditionally the realms of oceanography, atmospheric physics, and
ecology, to name but three), but also interactions between these components. It is the
need to study and understand these between-component interactions that defines ESS
as a discipline in its own right.

It should be noted how exclusionary a vision of ESS is presented here. It certainly
does not reflect the role of physical geography in investigating the major components
of ‘freshwater, rocks, soils’. Replies to Science also challenged the failure to mention
geology (Carlson, 2001) and the claim that there were no interdisciplinary training
programmes in ESS (Ernst, 2000 cited above represents a course in Stanford that
has been running since the early 1990s, and there are a number of others: Farmer,
2001).

Nevertheless, this exclusionary approach seems to underlie the implementation
of ESS at various levels in NERC. ESS remains a core science theme of NERC in
the 2007-2012 strategy document (NERC, 2007). The ESS of NERC is highly
reductionist, however: ‘Planet Earth is a complex, interconnected system. To build
an understanding of the whole system we need to increase our knowledge of its
component parts and the ways that these interact. This is called Earth system
science’ (NERC, 2007, p. 16). It is also strongly focused on ocean and atmosphere
processes as well as biogeochemical cycles, and has a relatively restrictive set of 10
major challenges. NERC were unable to specify the extent to which they had directly
funded ESS research (pers. comm., July 2007) other than to suggest the QUEST
(Quantifying and Understanding the Earth SysTem) thematic programme fell clearly
within the topic, and to point to their online database of funded research. The
former has a budget of £23M between 2003 and 2009. It is made up of three
themes: ‘Contemporary Carbon Cycle’ (£3.0 M), ‘Natural regulation of atmospheric
composition on glacial-interglacial and longer time scales’ (£2.6 M), and ‘Implica-
tions of global environmental changes for the sustainable use of resources’ (£1.7 M)
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with applications for ‘Biosphere management for climate mitigation’ still outstand-
ing as of March 2008. The latter produced some interesting results (GOTW, 2007).
Only a single grant actually mentioned the words ‘Earth System Science’ and that
was awarded £47k for a postdoctoral training network. Widening the search to
‘Earth System’ did produce another 82 grants funded for a total of £16.9M (exclud-
ing those funded through QUEST). Only five of these grants were awarded to
geography departments (compared to four of the 29 QUEST-funded projects). Aca-
demics from whatever discipline in the UK seem less than keen to promote an ESS
narrative, even those who have directly benefited from funding considered to be in
the field.

Clearly, there are also political aspects to such decisions and to the relative posi-
tionings of different disciplines. As Clifford and Richards (2005, p. 379) point
out:

Positions are now regularly being created with titles like ‘Chair in Earth (sometimes
Environmental) Systems Science’, and in the UK, the Research Assessment Exercise
(RAE) now has a sub-panel, which emerged through a rather mysterious lobbying
process, confusingly entitled ‘Earth Systems and Environmental Sciences’.

For example, the previous professorial appointment to my own in Geography at
Sheffield was in ESS. As this paper is being written, the Higher Education Funding
Council for England (HEFCE) is carrying out the abovementioned RAE to decide
on funding for universities for the period to 2010 at least. The composition of the
sub-panel referred to by Clifford and Richards is illuminating: it is chaired by
someone from an Earth Sciences department, with a panel made up of four others
from Earth Sciences, two from combined Earth Sciences deparments (one Earth and
Ocean Science, one Earth, Atmospheric and Environmental Sciences), two from
Ocean Science, two from Biology and one each from Environmental Health Sciences,
Environmental Sciences and two non-academic members. By comparison, the ‘Geog-
raphy and Environmental Studies’ sub-panel (chaired by Richards) has seven panel
members from Geography and one each from Geography and Environment; Geog-
raphy, Earth and Environmental Sciences; Geographical and Earth Sciences; City
and Regional Planning; and the Centre for Advanced Spatial Analysis (RAE, 2008).
Clearly, environmental science departments needed to decide between the rock of
being poorly represented in the ‘Earth Systems and Environmental Sciences’ sub-
panel and the hard place of losing their science in the ‘Geography and Environmen-
tal Studies’ sub-panel. The fallout from such decisions is likely to have long-term
impacts on the sorts of research carried out in the UK both within and outwith the
ESS umbrella.

At an international scale, the impact of the ESS has been felt by the setting up
of a number of initiatives, often within existing organisations. The IPCC has already
been mentioned. It was created in 1988 by United Nations resolution as a collabo-
ration between the World Meteorological Organization (WMO) and the United
Nations Environment Programme (UNEP) and has strong parallels with the underly-
ing concepts of ESS. The ESSP (Earth System Science Partnership) was set up fol-
lowing the Amsterdam convention of 2001 under the aegis of the International
Council for Science (ICSU), to coordinate the efforts of four international research
programmes: DIVERSITAS (the international programme of biodiversity science),
IGBP (International Geosphere-Biosphere Programme), IHDP (International Human
Dimensions Programme on Global Environmental Change), and the WCRP (World
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Climate Research Programme) (ESSP, 2001). It has focused, among other things,
on supporting research into the impacts of climate change and adaptations to them
(Leary et al., 2007). The Amsterdam declaration itself states explicitly that “The
Earth System behaves as a single, self-regulating system comprised of physical,
chemical, biological and human components’ (Moore et al., 2001), which resonates
strongly the wording of the Gaia hypothesis, although Lovelock (2006, p. 25) has
argued that this is just paying ‘lip service’ to Gaia. The Amsterdam wording also
runs counter to the non-necessity of stable self-regulation as discussed above. Earlier
attempts were also made to integrate aspects of ESS and social change by the IGBP
(Malone, 1995).

Other changes brought by ESS have been in the field of academic publications.
Examples of textbooks have already been given, but there have been a range of new
journals. The European Geophysical Society (now Union) established Hydrology
and Earth Systems Sciences in 1997 and then somewhat schizophrenically Natural
Hazards and Earth System Sciences in 2001. It is often difficult to see how the
contents of either justify the ‘and ESS’ component of their titles. In 2005, the Pro-
ceedings of the Indian Academy of Sciences (Earth and Planetary Sciences) was
renamed the Journal of Earth System Science and there is also an electronic Journal
of Earth System Science Education (JESSE: http://jesse.usra.edu/) as well as a pro-
jected journal Earth System Science Data and Methods.

The Ends of Earth-System Science?

When asked to write this chapter, my response to the editors was that I would only
do so if I did not have to profess a belief in ESS. Happily, they agreed. While this
perspective may apparently make it difficult to write about ESS, it reflected a per-
spective that is still commonly found among colleagues: that most people seem
rather unsure about what ESS actually is. To some extent, this problem arises
because ESS is something of a chimera; every time you ask for a definition, you
seem to get a different answer. To some, ESS is (actually, unhelpfully), the study of
everything, while to others it is (equally unhelpfully) the study of nothing (scientific,
at least). Unfortunately, the success of the core idea in attracting funding has prob-
ably compounded this issue by encouraging those seeking a greater share of those
funds to redefine ESS in ways more closely aligned to what they are doing. Calls
for ‘paradigm change’ from some quarters of the ESS literature should be seen with
a dose of scepticism, even cynicism. There is nothing inherently paradigmatic about
ESS in the Kuhnian sense at least. Attempts to standardise undergraduate training
in ESS have been criticised as placing constraints on the development of the subject.
Such standardisation is not unusual in disciplines such as geology or engineering
(or indeed medicine), but is seen as going against the ‘free spirit’ of geography as a
discipline. Church (2005) pointed out that this freewheeling approach has tended
to produce geographers who are insufficiently trained to undertake ESS research.
However, it is also difficult to see how one could standardise such a (trans-)disci-
pline, given the lack of general agreement on its definition.

One of the central problems in developing such an agreement is that ESS critics
often fail to specify which version of ESS they are criticising. There are at least six:
what I have termed the ESS blueprint of Bretherton (1985) and the ESS Committee
(1986); the post-oil reformulation of the discipline of geology; a general (but
implicitly restrictive) interdisciplinary science in the mould of Lawton (2001); a
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bastardised/plundered physical geography; the implementation of remote sensing
in Earth observation; and various Gaian or sub-Gaian homeostatic theories (of
whatever strength). Most perceptions probably sit somewhere in a continuum
between these versions. In many respects, ESS parallels — and should probably be
informed by — developments in complexity science, which is still a highly contested
topic (Manson and O’Sullivan, 2006). However, improved understanding can only
emerge through debate and dialogue, which have been impeded by the lack of a
common scientific language (beyond mathematics, whose use is also contested in
some quarters) and the heterogeneous and multidisciplinary nature of ESS
enterprise.

As geographers, should we be involved more in this dialogue, or have we already
missed the boat on which it is taking place? Certainly, ESS sits in the nexus of the
physical and human worlds, which was the traditional definition of the discipline,
despite much subsequent drift. In terms of studies of applied environmental change,
few geographers would disagree with Bretherton’s conclusion that ‘[d]aunting
though these tasks may be, they are matched by the significance of the goal. Human-
kind is pressing on its environment in unprecendented ways, and we do not under-
stand the implications. We must try, for we may not have a second opportunity’
(Bretherton, 1985, p. 1127). The development of an ESS perspective would also
speak to an approach using concepts of globalisation as discussed by Davies (2004).
If ‘one of the most disconcerting aspects of ESS . . . is its apparently homogenizing,
normative and nomothetic project, possibly as an unconscious attempt to “make”
a more complex world more manageable’ (Clifford and Richards, 2005, p. 382),
should it not be the role of geographers to enter into a contestation with this nor-
mative approach and show the advantages of plurality? To enter the debate, though,
we must ensure that geographers are at least ESS-literate (e.g. Church, 20035;
Pitman, 2005) and indeed prepared to enter it (Thrift, 2002; Murphy, 2006). Or
as Johnston (2006, p. 10) has noted (in response to Pitman, 2005), geographers
must ‘rid ourselves of the paranoia and inferiority complex” and get on with making
a contribution.

If we return to the caveats expressed by Bretherton (1985) about the original
blueprint for ESS, then this contribution can address all four. First, geographers
are inherently aware of issues of scale and space. Interaction with scientists from
other disciplines that also consider these issues (notably ecology) will provide an
improved understanding of how Earth systems can be conceptualised in a non-
reductionist way and still effect closure to allow scientific investigation. Secondly,
geographers are used to looking at the world from a range of different perspectives
and spend more time in the field than the average mathematical modeller. They
are thus ideally placed to inform ‘bottom-up’ approaches (i.e., allowing system
properties to emerge from its behaviour at a smaller scale) rather than the typical
‘top-down’ (for some, hegemonising) approaches (i.e., a definition of the system
that then structures the resulting behavioural responses). While completeness is not
the same as everything, everywhere, all the time, the bottom-up approach is inher-
ently useful (as in complexity theory) for identifying general patterns or at least
missing links. Thirdly, geographers have long recognised that humankind cannot
be regarded as being external to the system. It is part of, interacts with, and strongly
affects the Earth system on a range of scales, while also being strongly affected by
it. Fourthly, predictability is often no longer an issue in geography, where a concern
for rich understanding by diverse means has developed. These points need to be
revisited at least if ESS is to mature beyond the vague continuum noted above. For
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some, this vagueness suggests the end of ESS as a practical (or practicable) endea-
vour. Certainly, the decline in allocated funding in the United States and the appar-
ent indifference or marginalisation in UK funding may herald such an end. Equally,
what we may be observing is simply the immature development of an Earth-System
Pre-Science.
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NOTES

1. This and the following two paragraphs are based on personal communication with
Francis Bretherton. He notes that some inaccuracies may have crept in due to the passage
of time but that ‘it may perhaps provide encouragement or helpful advice to individuals
of another generation, who are grappling with the same issues but with even greater
urgency’.

2. ‘Das Wort Klima bezeichnet allerdings zuerst eine specifische Beschaffenheit des
Luftkreises; aber diese Beschaffenheit ist abhdngig von dem perpetuirlichen Zusammen-
wirken . .. mit der wiarmestrahlenden trockenen Erde, die...mit Wald und Kriutern
bedeckt ist.”
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Chapter 11
Land Change (Systems) Science

B. L. Turner 11

Introduction

Land change science (alternatively, land systems science) is a rapidly emerging,
interdisciplinary field of study that seeks to understand, explain, and project land-
use and land-cover dynamics (Turner, 2002; Gutman et al., 2004; Turner et al.,
2007). It has been stimulated by international concern regarding global environ-
mental change, the search for sustainability, and the recognition of the pivotal role
of land dynamics in both. Neither the recognition of the human impress on the land
(Marsh, 1965[1864]; Thomas, 1956) nor the need for a formal approach to its
study, captured in the German geographic concept of landschaft, is new. The totality
of land changes currently underway and their far-flung consequences (Steffen et al.,
2003) are unprecedented, however, spawning a new-found need for integrative
studies of land systems dynamics. In this sense, land change or land systems science
may be viewed as a reinvention of landscahft research with a face decidedly gazing
at the environmental sciences at large.

Matching Nature on Land

The human dominion over the terrestrial surface of the earth is well documented.
Thirty-to-fifty percent of the land surface has been transformed - radically altered
— by human activities (Vitousek et al., 1997), an area roughly the size of South
America has been taken to cultivation (Raven, 2002), and virtually no land surface
may be considered ‘pristine’ if co-evolved landscapes, both forest and grasslands,
human-induced climate change, and tropospheric pollution are considered (Meyer
and Turner, 1994). Land change joins industrial change to elevate human activity
more-or-less equivalent to nature in affecting the biogeochemical flows that sustain
the biosphere, leading some expert to suggest that humankind has entered the
‘Anthropocene’ (Crutzen and Stoermer, 2000).

The antiquity of local-to-regional scale land changes of import to society and the
environment has long been understood (Thomas, 1956; Redman, 1999). Recent
evidence, however, supports interpretations of continental-to-global scale human
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impacts on land systems dating to prehistory. The extinction of megafauna in Aus-
tralia and the Western Hemisphere, some 40-30,000 and 10,000 years ago, respec-
tively, apparently involved human-induced landscape changes in concert with
climate change (e.g., Martin, 2005). Biota exchanges and concomitant landscape
changes amplified during the ‘age of exploration’ and European colonisation of
world also qualifies as global-scale land change (Crosby, 1986). In retrospect, each
new techno-managerial phase of humankind has escalated change in the land struc-
ture of the earth system, with major consequences for ecosystem goods and services
and the provisioning of food, fuel, and shelter for humankind (Turner and McCand-
less, 2004; MEA, 2005). The entire land structure of some regions has long been
transformed (e.g., McNeill, 1992; Foster and Aber, 2004; Butzer, 2005; Kirch,
2005), and today the land-cover impacts of deforestation-forestation, cultivation,
pasture, arid land degradation and water withdrawal have reached a global dimen-
sion in magnitude and spatial reach. Croplands and pasture consume about 40
percent of land surface of the earth (Foley et al., 2005), gained at the expense of
forest and arid-land covers (Williams, 2005). An estimated 10-20 percent of arid
lands, which cover about 41 percent of the terrestrial surface of the earth (Reynolds
and Smith, 2002), is degraded from human activity. Agriculture consumes about
85 percent of annual global water withdrawal — that withdrawal now approaching
about 10 percent of renewable resources (Foley et al., 2005) — and rangelands house
some 3.3 billion cattle, sheep, and goats (Raven, 2002, p. 954). Including other land
uses — for example, settlements, roads, reservoirs, recreation areas — the land covers
of the world have been increasingly fragmented, with impacts ranging from access
to pollinators to threats of biota extinctions of biota globally (MEA, 2005).

These land changes have reached such a magnitude that they now affect the
function of the earth system through impacts on albedo (reflectivity) and biogeo-
chemical cycles (but see Ruddiman, 2005). Land-based activities usurp up to 40-60
percent of NPP (Vitousek et al., 1997; Rojstaczer et al., 2001). Synthetic nitrogen
production, dominated by fertilizer for agriculture, has superseded nature’s flow of
nitrogen (Matson et al., 1997) and land uses, largely deforestation and tilling,
comprise about 30 percent of the source of anthropogenic carbon in the atmo-
sphere (Watson et al., 2000; Foley et al., 2005). Tropical deforestation, especially
in Amazonia, portends to have major consequences on global hydrologic cycle
(Zhang et al., 2001).

Institutional Response

These facets of land change were quickly recognised among the international and
multidisciplinary sciences addressing climate change (Intergovernmental Panel on
Climate Change, IPCC) and earth system science (International Geosphere-
Biosphere Programme, IGBP) and led them to call for improved understanding of
land dynamics with outputs complementary with their research agendas. The IGBP
approached the then budding International Human Dimensions Programme, request-
ing a joint international project on Land-Use/Cover Change agenda (LUCC). Given
that the IGBP already had strong programmes on the biophysical side of the land
change, LUCC focused on land-change observation and monitoring (remote sensing),
land processes and land-change (spatial) modelling, with the intent that the human
subsystem of the land would connect to the environment subsystem through land
cover (Gutman et al., 2004; Lambin and Geist, 2005).
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The intimate ties between human and environmental subsystems comprising land
subsequently led to the merger of the IGBP’s ecological research with that of LUCC,
as informed by DIVERSITAS (biotic diversity programme), to create the Global
Land Project (GLP, 2005). The GLP, in response to sustainability science, as regis-
tered in the Earth System Science Partnership (ESSP) and related programmes (Kates
et al., 2001), now focuses on land as a coupled human-environment or social-
ecological system and expands base research to various synthesis efforts consistent
with the needs of decision makers, especially vulnerability-resilience and sustain-
ability activities, moving the GLP closer to such concerns as food security and
environmental justice, among others.

Land as a Coupled System

Land systems and their change are product of human-environment interactions and
have been at least since humankind mastered the control of fire in the hunt, in the
process transforming habitat and fauna (Thomas, 1956; Martin, 2005). These
interactions have intensified globally throughout history (Goudie and Vilas, 1997)
as society attempts to manipulate the productivity of land for resources, or in earth
systems’ parlance, ecosystem goods and services (e.g., water, soil nutrients) and to
reduce risks to the vagaries of nature (e.g., drought, pest outbreaks, floods). Today,
virtually no part of terrestrial surface of the earth remains unclaimed or lacks some
form of governance, although governing institutions may be ineffective in their
enforcement.

Land systems and their change involve the ambient environmental conditions
(e.g., temperate forest biome); the uses of those conditions (e.g., wheat cultivation,
suburbia, nature reserves); the consequences of the uses, both human and environ-
mental (e.g., arid land degradation; corporate profits); and the impacts of those
consequences on the land systems (e.g., loss of biodiversity, shifts in land uses). Thus
land systems are coupled human and environmental subsystems in which both
endogenous (e.g., soil conditions and fertilizer applications) and exogenous subsys-
tem dynamics (e.g., global warming or market failures) affect and even change the
subsystems. Perhaps owing to this complexity or to the aggregation of phenomena
and process required to address land-use/cover change, theory of land system change
per se — coupling the two subsystems — has been difficult beyond broad system
concepts (Gunderson and Holling, 2001). Despite this lacuna, research on land
systems and their change moves forward on all fronts — causes, consequences and
system linkages of use and cover change.

Drivers of land use

At the global scale and over the long run, land dynamics appear to track with
the PAT variables — population, affluence and technology — in the IPAT identity
(Waggoner and Ausubel, 2002; Turner and McCandless, 2004) — as P (population)
and A (affluence) serve as surrogates for demand for land and land-resources and
T (technology) as the means of fulfilling that demand. At lower spatio-temporal
resolutions, however, PAT variables give way, at least quantitatively, to a plethora
of political economic and biophysical factors, be they climate change or globalisa-
tion, the last of which leads to the loss of spatial congruency between the source of
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the demand and the land generating product (Lambin et al., 2003). Meta-analyses
indicate the power of different combinations of factors to account for land changes,
by time and place, including institutions, economy and culture (Agarwal and
Yadama, 1997; Barbier and Burgess, 2001; Lambin et al., 2001). This variance has
led to such general conclusions as deforestation occurs whenever and wherever the
demand for forest use and the power to achieve it exist (paraphrasing Angelsen and
Kaimowitz, 1999), especially where ‘frontier’ forest lands exist (Barbier, 2004).
Place-based research points to the role of the specific factors that generate this
demand-power function, such as markets (Brown and Pearce, 1994), policy
(Binswanger, 1991), transportation-road networks (Cropper et al., 1999) and
household lifecycles (Perez and Walker, 2002) impact on deforestation. Yet other
research explores older theoretical themes in new ways, such as induced intensifica-
tion (Laney, 2004), as well as the role of different explanatory approaches for
addressing land change (Roy Chowdhury and Turner, 2006).

Land use to land cover and environment

Sustained documentation of the consequences of land uses on land covers continues,
although more attention has been given to environmental drawdown than to sus-
tainable activities (e.g., Barrows, 1991; Kasperson et al., 1995; Nepstad et al., 1999;
Seto et al., 2000; MEA, 2005; but see Ellis and Wang, 1997; Johnson and Lewis,
2007). Immediate and visible ecological consequences, such as soil erosion, have
increasingly shared attention with less visible ecological and earth system ones,
including landscape functioning under different levels of habitat loss and fragmenta-
tion (Skole and Tucker, 1993; Sala et al., 2000; Higgins et al., 2003; DeFries et al.,
2004). Land changes often open the door for invasive species which not only change
plant functional relationships but the capacity of the ecosystem to restore itself for
some future use, as in swidden or slash-and-burn cultivation, or the economic costs
of combating the invasion (Mooney and Hobbs, 2000; Schneider and Geoghegan,
2006). Such ‘on-site’ consequences are increasingly matched and in regard to the
functioning of the earth system, superseded by those cumulative consequences of
repeated land uses worldwide (Meyer and Turner, 1994).

Perhaps the best documented global-scale impacts are those of tropical deforesta-
tion, largely for cultivation and pasture, on the loss of biodiversity (e.g., Cervigni,
2001; DIVERSITAS, 2002) and on global climate warming, through carbon and
radiative dynamics (e.g., Houghton et al., 2000; Zhang et al., 2001; Pielke, 2002;
Steffen et al., 2003). Importantly, land-change research has also demonstrated that
regional-scale land changes have significant consequences on regional temperature
and precipitation regimes (e.g., Pielke et al., 1999), in some cases exceeding the
projected changes of global climate. In addition, recent but debated research sug-

gests that urban conglomerations may be affecting warming at regional scales and
above (Kalnay and Cai, 2003; Zhou et al., 2004).

Environment to land cover and land use

Research on land-cover change feedbacks on land uses has grown from such base
agronomic and climate change issues as, respectively, soil erosion and crop responses
(Rosenzweig and Parry, 1994; Lal, 2004) to questions of ecosystem services for land
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uses (Daily et al. 2000). Land-cover change challenges the capacity of many ecosys-
tems and landscapes to deliver the expected goods and services for specified land
management systems, ranging from seed stocks to water filtration (Daily et al.,
2000; DeFries et al., 2004; MEA, 2005). Fragmentation of ecosystems or land bar-
riers to the flow biota may disrupt or reduce the movement of biota across landscape
and regions, especially along ecoclines or involving keystone species, with implica-
tions for the functioning of ecosystems. Increasing research examines this relation-
ship for nature reserves, especially in regard to land changes beyond the reserve
(Homewood et al., 2001; Terborgh et al., 2002).

In addition to these immediate feedbacks, land uses are affected by those operat-
ing through climate and other atmospheric changes. For example, regional-to-
continental scale, ground-level ozone from industrial-urban regions spreads across
prime croplands worldwide, interacting with nitrous oxide released from fertilizers
to reduce crop yields (Chameides et al., 1994; Matson et al., 1997; Tilman et al.,
2002). Climate change in conjunction with land changes also threatens such sensi-
tive land covers as tropical forests (Nobre et al., 1991; Laurance, 1998) as well as
the functioning of terrestrial ecosystems and their land covers everywhere (Walther
et al., 2002).

Observing-monitoring land change

Perhaps no part of land change science has advanced more than that dealing with
observation and monitoring as the use of satellite remote sensing has become
increasingly fine-grain in spatial and temporal resolution and employed in novel
ways (Walsh and Crews-Meyer, 2002; Fox et al., 2003; Wulder and Franklin,
2006). Seamless global data of different types of land cover can now be produced
that address a large number of vegetative attributes (Defries et al., 2000; Loveland,
2000), such as their functional properties (e.g., DeFries et al., 1995), improving
datasets for various kinds of global models.

Advances have been made as well in a large array of remote sensing data
assessments for specific kinds of land change detection-assessment. Examples
include the temporal patterns of landscape burning and their implications for
cultivation and burning policies (Laris, 2005); attempts to separate climate from
land management impacts on vegetation in order to assess the consequences of
stocking strategies (Archer, 2004); detection of ‘cryptic’ deforestation by way of
selective logging (Nepstad et al., 1999; Asner et al., 2005); mapping and monitor-
ing ‘hot spots’ of biological diversity (Myers et al., 2000), although such efforts
perhaps should be directed at populations (Ceballos and Ehrlich, 2006); observing
land changes to urbanisation and peri-urban uses (Seto et al., 2002; Seto and
Kaufman, 2003); and linking successional states of forest growth to household
lifecycles (Moran et al., 1994; McCrackin et al., 1999), participatory mapping
(Mapedza et al., 2003), ethnology (Nyerges and Green, 2000) and disasters (Lupo
et al., 2001).

While each project tends to design its own land classification suited to the obser-
vational instrument and the aims of the project, headway has been made on meta-
classification, complete with software, in order to permit individual project products
to be compared (Di Gregorio 2005). In addition, land classifications and monitoring
are now used as accounting mechanisms for differing governing units (e.g., EEA,

2006).
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Modelling land dynamics

The advances in land-change modelling have matched those in remote-sensing
observations, driven in large part the demand for spatially (geographically) explicit
model outputs (Lambin, 1994; Veldkamp and Lambin, 2001; Agarwal et al., 2002).
While little agreement exists regarding model taxonomies, the array of ‘integrated’
modelling efforts — combining human and environmental variables to address both
human and environment outcomes — cross cuts ecology (Liu, 2001), economics
(Kaimowitz and Angelsen, 1998; Irwin and Geoghegan, 2001) and the interdisci-
plinary communities (Liverman et al., 1998; Veldkamp and Lambin, 2001). Both
empirical and theoretical models have been directed to projecting land-use/cover
changes down to the pixel level (e.g., Veldkamp and Fresco, 1996; Liverman et al.
1998; Bell and Bockstael, 2000; Walker et al., 2004), as have agent-based models
(Parker et al., 2003; Manson and Evans, 2007). Modelling efforts address the full
array of new GIScience methods (Walsh et al., 1999; Brown et al., 2000; Pijanowski
et al., 2002), are applied from frontier to urban settings (Batty et al., 1997; Geoghe-
gan et al., 2005) and explore environmental or land-cover feedbacks on land use
(Verburg, 2006). The spatially explicit nature of the land-change modelling has also
triggered advances in the measures of the accuracy of the outcomes (e.g., Pontius,
2002).

Coupling and synthesis: future pathways

The research captured in the headings above has not yet reached its maturity, in part
owing to the complexity of land system dynamics and the trans-disciplinary nature
of integrated assessments, which carry with them an array of analytical problems
(Rindfuss et al., 2004). Major advances are expected in each category of research,
however, especially regarding observation-monitoring and modelling, if only because
of the level of research expenditures devoted to them internationally.

Global environmental change and sustainability science, however, place demands
on the land-change community to move rapidly towards synthesis products and
assessments (e.g., Turner et al., 2003a); that is, to move from single ‘sector’ analyses,
such as ‘hot spots’ of xeric land degradation or losses in biotic diversity, to issues
of total system resilience-vulnerability (Adger, 2000; Downing et al., 2000; Turner
et al., 2003b) and sustainability (Schellnhuber et al., 1997; Berkes et al., 2003; Clark
et al., 2004). This orientation, in turn, demands that land be treated as coupled
human-environment or social-ecological systems in which the synergy of the sub-
systems sets the conditions of the response of both subsystems to external drivers
(Cutter et al., 2000; Luers et al., 2003; Turner et al., 2003c), as well as the conse-
quences of the coupled system for the earth system at large (e.g., carbon and nitro-
gen cycles).

Implications for Geography

From the IPCC to the ESSP, many geographers have been instrumental in the devel-
opment of global environmental change and sustainability research agenda-setting
and research efforts (Kates et al. 2001; Liverman et al., 2004), in part owing to the
long-standing, geographic traditions of integrated approaches to and synthesis
understanding of earth system processes and human-environment relationships.
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Among these activities, land change science, more so than any other endeavour,
highlights the full expanse of the geographical sciences (e.g., Lambin and Geist,
2005) because of its spatially explicit treatment of the coupled human-environment
system.

The geographical sciences, however, increasingly encapsulate more than the
formal discipline of geography. Geographical information science, including remote
sensing, now is standard fare in far-flung research communities and the ecological
sciences tackle human-environment relationships as they increasingly recognise the
intimate role of human activity in environmental processes and outcomes. The
coupled system — perhaps the hallmark of the original and contemporary study of,
respectively, landschaft and human-environment relationships — and its examination
in spatially explicit ways are no longer the primary domain of geography, if they
ever were. Rather these endeavours are increasingly those of interdisciplinary
research institutes (e.g., Postdam Institute for Climate Impact Research and Stock-
holm Environment Institute), including those directed explicitly to land systems
(MacCaulay Institute, UK) and in the United States, newly minted doctoral degree
programmes in such elite institutions as Stanford and Columbia, which lack geo-
graphy programmes.

The immediate future appears to be one in which geographic practitioners of
land systems are drawn increasingly into integrative science programmes, while
geographic pedagogy, more so than at any other time in the past, opens to practi-
tioners from the beyond the formal discipline. What these developments portend
for geography per se are unclear (Turner, 2003). They do point to at least one major
conclusion: land systems, however defined, are the topic of engagement by an
increasingly large numbers of natural, social and integrated sciences whose shear
number of practitioners overwhelms the number of geographers undertaking the
topic. The land change/system science of the future will thus decidedly differ from
the landschaft study of the past.
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